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ABSTRACT

In this paper a classification of stable boundary layer regimes is presented based on observations of near-surface turbulence during the Cooperative Atmosphere–Surface Exchange Study-1999 (CASES-99). It is found that the different nights can be divided into three subclasses: a turbulent regime, an intermittent regime, and a radiative regime, which confirms the findings of two companion papers that use a simplified theoretical model (it is noted that its simplified structure limits the model generality to near-surface flows). The papers predict the occurrence of stable boundary layer regimes in terms of external forcing parameters such as the (effective) pressure gradient and radiative forcing. The classification in the present work supports these predictions and shows that the predictions are robust in a qualitative sense. As such, it is, for example, shown that intermittent turbulence is most likely to occur in clear-sky conditions with a moderately weak effective pressure gradient. The quantitative features of the theoretical classification are, however, rather sensitive to (often uncertain) local parameter estimations, such as the bulk heat conductance of the vegetation layer. This sensitivity limits the current applicability of the theoretical classification in a strict quantitative sense, apart from its conceptual value.

1. Introduction

On clear nights with weak winds, a frequently observed phenomenon is the weak and intermittent character of turbulence in the atmospheric boundary layer. Intermittent turbulence is characterized by brief episodes of turbulence with intervening periods of relatively weak or unmeasurably small fluctuations (Mahrt 1999). Despite its common nature, relatively little is known about the physical mechanisms behind the intermittent turbulence in the stable boundary layer (SBL). Intermittency can be generated by several physical mechanisms (see Van de Wiel et al. 2002a): by local shear effects (Ha and Mahrt 2001), by instability on the scale of the entire surface inversion layer, or by turbulence generated aloft diffusing to the surface [see the review on SBL issues by Mahrt (1999)]. Also, locally produced waves formed by Kelvin–Helmholtz instabilities could play a role in triggering turbulence bursts [e.g., Coulter 1990; Nappo 1991; also recently observed during the Cooperative Atmosphere–Surface Exchange Study-1999 (CASE-99; Poulos et al. 2002)].

In the present work and in the companion papers of Van de Wiel et al. [2002a,b, hereafter VdW(a,b)], we focus on an intermittency mechanism, which results from a direct interaction between the lower atmosphere and the surface, in presence of a pressure gradient. According to this mechanism, described in detail in VdW(a,b), intermittency is generated by an alternating sequence of SBL collapse (cessation of turbulence) as a consequence of strong surface cooling, followed by a recovery of the SBL (generation of turbulence). The recovery is induced by acceleration of the air by the pressure gradient during the collapse period (period of reduced friction). This increases the shear until \( \text{Re} < R_c \), eventually providing the condition for turbulent mixing (Businger 1973; Turner 1973). It is noted that in VdW(a,b), interaction with higher shear levels (as in Ha and Mahrt 2001) was not considered, which may limit the generality of the present results.

In VdW(a) the physical essentials of the mechanism described above were extracted, resulting in a model system of three coupled nonlinear differential equations. As such it was shown that this truncated model was able to mimic the observed intermittent turbulence. Also, the model simulated both an intermittent and two nonintermittent regimes for different parameter ranges, resulting in three different regimes for clear-sky conditions. Furthermore, the simplified model essentially showed the same behavior as more complex models (e.g., Blackadar 1979; Lin 1990; Revelle 1993; McNider et al. 1995).

In a second paper, VdW(b), the model equations were studied analytically following a system dynamics ap-
The main goal of the present paper is to investigate recent observations of SBL regimes during CASES-99. As such, the present work investigates recent observations by VdW(a). For cloudy cases, only a single nonintermittent case is predicted outside this line (II > 1).

The extensive cooperative field experiment CASES-99 was carried out by various groups from the United States and Europe in Kansas, in October 1999 (see this issue and Poulos et al. 2002). The experiment lasted for an entire month, under various meteorological conditions, which makes it extremely suitable to study different SBL regimes in relation to the external forcings.

The paper is organized as follows. In section 2, a short data description is given. Sections 3, 4, and 5 address objectives 1, 2, and 3 (above), respectively. Discussion and conclusions follow in sections 6 and 7.

2. Data description

The CASES-99 stable boundary layer experiment took place during October 1999, 50 km east of Wichita, Kansas. The experimental area, covered with dry, open prairie grass (0–0.25 m high), was relatively flat with some minor slopes in the order of 0.5 degrees. A vast array of instruments was deployed. For a general description of the experiment we refer to Poulos et al. (2002) and to the official CASES-99 Internet site at http://www.colorado-research.com/cases/CASES-99.html (data freely available).

The Meteorology Group of Wageningen University provided observations at one point (37°38.611′N, 96°44.233′W) in a nested network of flux stations around the central 55-m flux tower of the National Center for Atmospheric Research (NCAR). An eddy covariance system was set up at a height of 2.65 m and operated at 20 Hz. It consisted of a Campbell Scientific model CSAT3 sonic anemometer and model KH2O Krypton hygrometer. Raw data were stored on a laptop and processed as described in Hartogensis et al. (2002). In order to get detailed information about the temporal variation of the fluxes (section 3) a rather short averaging period of 5 min was chosen. Comparison with 30-min-averaged fluxes (not shown) gave little systematic difference, favoring the use of a short averaging period. At the same time it is recognized that, especially in very stable conditions, accurate flux estimations from sonic anemometers is not trivial, due to the fact that pathlength may not be small compared to (typical) eddy...
size. This problem is, however, not discussed here (see, e.g., Moore 1986).

Shortwave radiation components were measured with a CM14 albedometer and longwave radiative components by a CG2 pyrgeometer (both manufactured by Kipp and Zonen), mounted on a tripod at 1.5 m. From these radiation components the net radiation was calculated. Two soil heat flux plates were employed (at $-0.054$ m: one manufactured by TNO; the other a REBS model HFT3) together with two Pt-100 soil thermometers (at $-0.028$ and $-0.080$ m; provided by Wageningen University). Both radiation and soil measurements were sampled at 5 s and averaged and stored every 10 min (on a Campbell Scientific 21X micrologger). For a more detailed description of all the measurements by the Wageningen Group, we refer to the Web site above.

The height of the turbulent boundary layer was inferred from sodar observations [returned signal strength (in decibels)] at Beaumont, Whitewater, and Oxford as part of the Argonne National Laboratory Boundary Layer Experiment (ABLE) program infrastructure (see Poulos et al. 2002).

3. Observed flow regimes during CASES-99

a. Method

In this section a classification based on observations of flux time series is made. This time series classification will be compared with the theoretical predictions using the classification diagram in section 5. The different nights are divided into classes according to the typical characteristics of their turbulent heat flux time series. The turbulent heat flux near the surface is chosen as indicator because the turbulent heat flux is directly influenced by two external key parameters: the synoptic pressure gradient and the isothermal net radiation (section 4). We note that our current flux analysis focuses on near-surface measurements, which may limit the generality of the results (see discussion).

From numerical simulations by VdW(a) and the analytical work by VdW(b), it became clear that three typical time traces of the turbulent heat flux are to be expected: 1) a regime with high turbulent transport and nonintermittent fluxes, 2) a regime with intermittent fluxes, 3) a regime with very low turbulent transport and nonintermittent fluxes. These theoretically predicted traces are used as a guideline for the time series classification introduced below. It will be shown that the time series could easily be evaluated by eye because the different regimes show very different behavior. In order to avoid subjectivity, only clear examples were classified (a priori) as such (see below).

b. Results: A classification of SBL regimes using observation of flux time series

From the time series of the surface fluxes ($H$ and $u_a$) during the observational period, it is found that the CASES-99 nights (indeed) can be subdivided into the following regimes:

1) continuous turbulent regime,
2) intermittent regime,
3) radiative regime.

To illustrate the main features of each class, typical examples are given below.

1) Continuous turbulent nights

In Fig. 2 the turbulent heat flux is shown during a clear night with continuous turbulence (14–15 October). The sensible heat flux reaches a large value of about $245 \text{ W m}^{-2}$, due to strong radiative surface cooling ($Q_{\text{net}} = -75 \text{ W m}^{-2}$) in combination with strong turbulent mixing ($u_a = 0.5 \text{ m s}^{-1}$).

2) Intermittent nights

In Figs. 3a,b two typical examples of intermittent nights are given. These examples give an impression about the typical timescales and amplitudes of the turbulent events and the quiet periods. It is observed that they are rather irregular. Some turbulent periods have very small amplitudes of $5 \text{ W m}^{-2}$ and timescales of less than 10 min; others have amplitudes of $25 \text{ W m}^{-2}$ and a duration of 4 h. The quiet periods may, but need not, result in a total decay of the flux, and the timescales also range from tens of minutes to a few hours.

An interesting result is given by the net radiation graphs of Figs. 3a,b, showing small deviations superimposed on a smooth decreasing trend (absolute value). The smooth trend results from a strong surface cooling during the night. The small deviations are caused by the turbulent bursts, leading to alterations of the surface temperature which immediately affects the net radiation [cf. model simulations by VdW(a)].
3) Radiative Nights

In contrast to the well-mixed case of Fig. 2, a night with hardly any turbulent heat flux is shown in Fig. 4. Because the transport of energy through the atmosphere by turbulence is so small, we indicate these nights simply as "radiative nights."

4) A Cloudy Case

Contrary to the previous clear-sky examples, in Fig. 5 (16–17 October), a night with variable cloud cover is shown. In this case the turbulent heat flux demonstrates alternating higher and lower values. From this heat flux graph only, it looks as if this could be a night with intermittent turbulence. On the contrary, however, it is a night with continuous turbulence, as will be shown below. In the following, Fig. 5 is compared with Fig. 3a (4–5 October). Comparing the net radiation graphs of both figures, it is observed that the magnitude of the net radiation during 16–17 October is much smaller and more variable than during 4–5 October, indicating the presence of clouds in the first place. The contrast between the two nights becomes more evident in the friction velocity graphs (Fig. 6). In the intermittent situation (4–5 October) the values of $u_a$ are very low and correlated with $H$. In the continuous turbulent case (16–17 October), the values of $u_a$ are high and not correlated with $H$. These examples show that in the cloudy night the radiative factors are limiting for the turbulent heat...
sensible heat flux, whereas in the clear night the mixing efficiency is the limiting factor for the turbulent heat flux. In terms of K theory, in the cloudy case the temperature gradient is the limiting factor (negative feedback mechanism), whereas in the clear-sky, intermittent case the turbulent diffusivity is limiting [positive feedback mechanism; De Bruin 1994; Derbyshire 1999; VdW(b)].

5) A TRANSIENT CASE

In the previous examples the behavior of near-surface turbulence was classified into three different regimes. It is realized that any SBL classification is only a simplification of real SBL complexity (Mahrt et al. 1998). This fact is illustrated by an example of a transient night given in Fig. 7. In the beginning of the night, the figure seems a perfect example of a night with continuous turbulence. After 0200 LST, however, it is observed that the heat flux $H$ rapidly decreases from about $-40$ W m$^{-2}$ to almost zero. This collapse of turbulence was also clearly visible in $u_*$ (not shown) decreasing from about 0.35 m s$^{-1}$ around 0 h to 0.05 m s$^{-1}$ around 0600 LST. Apart from some influence of high-level clouds, the net radiation remains rather large. Around 0700 LST (40 min before sunrise) a sudden recovery of $H$ and $u_*$ (increasing from 0.02–0.22 m s$^{-1}$ within 5 min) occurs. It seems that rapidly changing synoptic conditions strongly influenced the mechanical budget of the SBL. Several of these kinds and other transitional cases, were observed during CASES-99. In this study these cases are not classified explicitly but are indicated as transient or “nonclassified” cases.

c. Classification applied to the whole CASES-99 dataset

The classification of the previous section was applied to the whole CASES-99 data period. The results of this time series classification are summarized in Table 1. Also in Table 1, the mean values of some basic meteorological variables are given to indicate typical values occurring at different conditions/regions. The averages were calculated over 0000–0600 LST. This period is chosen because it is often the most stationary period of the night (contrary to the period after sunset), although a purely stationary period [as assumed in VdW(b)] in its strict sense that the variables do not change in time, is not reached.

From Table 1, it occurs that 20 out of 28 nights were classified. Of these 20 classified nights, 8 nights (40%) showed continuous turbulence during the 6-h period, 8 nights (40%) showed intermittent turbulence, and 4 nights (20%) behaved as a radiative nights. From these frequency statistics, the number of intermittent and radiative nights may seem rather high compared to the number of turbulent nights. This can be explained by the large number of clear nights during the CASES-99 field campaign (Poulos et al. 2002). It is well known that clear-sky conditions favor moderately to strongly stable SBLs that may lead to radiative or intermittent nights. In more cloudy conditions the number of intermittent/radiative nights will be less.

Although a detailed discussion about the micrometeorological characteristics of each night is beyond the scope of this paper, some general characteristics are outlined.

- As expected, turbulent nights mostly occur in situations with strong winds and weak inversions. In the same way, intermittent and radiative nights tend to occur in low wind conditions with stronger temperature inversions.
- Most of the nights show large net radiation indicating clear nights.
- From the mechanical point of view, a large range in $u_*$ values (0.02–0.59 m s$^{-1}$) is observed, leading to a broad range of stability conditions.
- Mostly, the latent heat flux is small.
- Generally speaking, the magnitude of the soil heat flux (SHF) is large compared to the other terms in the energy balance, showing the importance of this process. Therefore, a detailed description of the SHF measurements and its analysis are given in the appendix, together with some innovative results. Because the complete set of SHF instruments by Wageningen University was only available at the end of the experiment, only this part of the measurements is given.

4. Application of II: Input parameters

a. Introduction

In this section the dimensionless II number [VdW(b)] is evaluated for each night to predict the particular SBL regime for that night. Thus, for each night, the input parameters have to be estimated from the data, which is not a trivial task, in view of the simplified character of the theoretical model. Therefore, we discuss the pa-
rameters in relation to the available data, which will result in an overview table of input parameters and II numbers. Due to its extremely complex form, the explicit form of the II parameter is not discussed here. For the exact analytical form of II and its derivation we refer to [VdW(b)].

b. Estimation of external forcing parameters

1) The effective pressure gradient

VdW(a) showed that in the theoretical model, an effective value of the pressure gradient is used rather than the “real” pressure gradient, due to the negligence of Coriolis effects. Here, the effective pressure gradient is defined as the pressure gradient in the direction of the mean wind speed in the lower atmosphere. In practice it is not straightforward to estimate this effective value accurately.

• The mean wind direction close to the surface may vary in time, especially in conditions of intermittent turbulence, where changes in surface friction cause changes in the (cross isobaric) flow direction up to tens of degrees. This affects the effective component of the pressure gradient.

• In the SBL the “mean” wind may vary considerably with height (e.g., Nieuwstadt and Tennekes 1981), which makes it difficult to choose a single “representative” mean wind direction for the lower atmosphere.

• Often, from weather maps only limited time intervals with pressure data are available (e.g., each 6 h), whereas the pressure gradient may vary during these intervals.

Therefore, a different approach is followed in order to obtain a measure for the effective pressure gradient. The point of departure is the momentum budget of the mean wind speed following the model of VdW(a,b):

\[
\frac{\partial U}{\partial t} = - \left( \frac{1}{\rho} \frac{\partial P}{\partial s} \right)_{\text{effective}} + \frac{u_B^2}{h}.
\]

(1)

In this equation the influence of advection was neglected. Furthermore, a “classical” boundary layer structure was assumed (as, e.g., in Nieuwstadt 1984) where the stress decreases gradually with height until it vanishes at the boundary layer top. If the assumption of stationarity is adopted as well (as in the original derivation of II), then the effective pressure gradient can be replaced by

\[
- \left( \frac{1}{\rho} \frac{\partial P}{\partial s} \right)_{\text{effective}} = \frac{u_B^2}{h}.
\]

(2)

This substitution is applied to Fig. 1 (Fig. 8). Note that the shape of Fig. 8 is unchanged compared to Fig. 1.
of (3) is defined as the isothermal net radiation \(Q_{s}\), because it equals the net radiation \(Q_{n}\) if \(T_a = T_v\). For our dataset, \(Q\) is estimated from \(Q = Q_{n} - 4\sigma T_{ref}^4(T_a - T_v)\), with \(T_a\) measured at 10 m, as in Table 1.

c. Local system parameters

An important parameter determining the vegetation-soil interaction is the so-called bulk conductance of the mulch/stagnant air layer within the vegetation [VdW(a)]. This bulk conductance is denoted as \(\lambda_m/\delta_m\), where \(\lambda_m\) is the conductance (in W m\(^{-2}\) K\(^{-1}\)), and \(\delta_m\) is the thickness of the mulch/stagnant air layer (in meters). It determines the heat flux through the vegetation layer, given a temperature difference between the vegetation top (radiation temperature \(T_s\)) and the soil surface \((T_M)\):

\[
G = (\lambda_m/\delta_m)(T_M - T_v).
\]

For dense vegetation the bulk conductance can be easily determined by measuring \(G\) in combination with the radiation temperature of the vegetation \(T_s\) and the topsoil temperature \(T_M\). In CASES-99, the surface was covered with dry, open prairie grass, so that bare soil was visible between the grass. Thus, the infrared camera (at 1.5 m), measures a composite of the vegetation top temperature \(T_s\) and the topsoil temperature \(T_M\). For simplicity, we assume \(\varepsilon_v = 1\) for both vegetation and bare soil, this can be approximated as

\[
\sigma T_{IRT}^4 = A\sigma T_s^4 + (1 - A)\sigma T_M^4,
\]

with \(A[-]\), the fraction of vegetation cover. Regarding the approximation above, it is noted that the use of a slightly different power law (i.e., powers of 4.5 instead of 4) is probably more appropriate in the window region, although the results are very similar (within 1.5% error in \(T_M - T_v\)), that is, small compared to the uncertainties in the estimation of the vegetation fraction.

For a given vegetation fraction, the actual temperature of the vegetation top \(T_s\) can be calculated from the measured values \(T_{IRT}\) and \(T_M\). Next, the value of \(G\) can be plotted as a function of \(T_M - T_s\) in order to estimate the bulk conductance. In Fig. 9, this is applied to the CASES-99 data assuming two different values for the vegetation fraction. The plots show surprisingly little scatter, given the strong empirical character of Eq. (5) not accounting for the complicated structure of real vegetation (leaf distribution/orientation). From Fig. 9, the following estimates for the bulk conductance are made (in W m\(^{-2}\) K\(^{-1}\)): \(\lambda_m/\delta_m = 5\) for \(A = 1.0\); \(\lambda_m/\delta_m = 2\) for \(A = 0.5\) [the intermediate case (not shown) gives \(\lambda_m/\delta_m = 3.5\) using \(A = 0.75\)]. These “extremes” give a range for the bulk conductance at CASES-99. For comparison we note that Duynkerke (1999) found \(\lambda_m/\delta_m = 3\) W m\(^{-2}\) K\(^{-1}\) for short, dense grass at Cabauw, comparable to the values given above.

Another vegetation parameter is the heat capacity \(C_v\),

\[
C_v = \frac{\rho_v s_v}{\varepsilon_v},
\]

where \(\rho_v\) is the density of the vegetation, \(s_v\) its specific heat, and \(\varepsilon_v\) its empirical constant. For dense vegetation, the heat capacity can be estimated as

\[
C_v = \frac{\rho_v s_v}{\varepsilon_v}.
\]

2) THE Isothermal Net Radiation

A second key parameter determining the radiative forcing on the SBL system as defined in VdW(a,b) is the so-called isothermal net radiation (Monteith 1981; Holtslag and De Bruin 1988). The isothermal net radiation is defined as the net radiation that would occur if the near-surface layer were isothermal. This definition becomes clear by noting the linearized longwave radiation budget for the surface in the model (a small correction term is neglected):

\[
Q_{n} = [-\sigma(e_t - e_a)T_{ref}^4 + N60] + 4\sigma T_{ref}^4(T_a - T_v).
\]

This equation is derived by linearization of the original budget equation near a reference temperature \(T_{ref}\) [see VdW(a)]:

\[
Q_{n} = e_a\sigma T_{ref}^4 + N60 - e_a\sigma T_{ref}^4.
\]

By writing the net radiation equation as Eq. (3), it is clear that it can be divided in two parts: a part containing independent external parameters \(e_t\), \(e_a\), and cloud cover \(N\) (octa); and a part containing system variables \(T_a\) (air temperature) and \(T_v\) (surface temperature). The first part
of the vegetation top (per unit area). This parameter, which is difficult to estimate, was given an effective value of 2 J m⁻² K⁻¹ [as in VdW(a)], based on typical biomass estimations for grasslands (Atzema 1992), accounting for the dry and sparse character of the CASES-99 grass.

The momentum roughness length \( z_0m \) was taken to be 0.03 m, based on local measurements of momentum flux and wind profiles. In order to be consistent with the theoretical work, it was assumed that \( z_0m = z_0h \). In future work this assumption could be refined.

d. Boundary conditions

1) Bottom boundary condition for temperature

In the simplified model the topsoil temperature \( T_M \) (the bottom system boundary) is assumed to be a known external variable, needed to calculate \( \Pi : T_M(z = 0.00 \text{ m}) \) is inferred from Fourier analysis of soil temperature measurements as explained in the appendix.

2) Top boundary condition for temperature

In order to estimate the radiative forcing on the SBL system, strictly speaking, a temperature \( T_{TOP} \) at the boundary layer height is needed. As a practical approach, the temperature at the top of the central mast (55 m) was taken as \( T_{TOP} \). Because, the strongest temperature gradient is usually below 55 m, \( \Pi \) is not very sensitive to the exact height at which this top temperature is evaluated as long as it is not close to the surface.

e. Other input parameters

**BOUNDARY LAYER HEIGHT**

From sodar observations at Beaumont, Oxford, and Whitewater [strength of the returned signal (in decibels)], a composite estimate of the boundary layer height \( h \) was made, given in Table 2. For a few cases, \( h \) was small enough (<55 m) to compare it with flux data from the central NCAR tower. Although the sodar estimates showed somewhat larger values than estimates from mast data, the comparison seemed reasonable for most cases. Generally, it is stressed, however, that the 6-h-averaged values of the \( h \) are rather crude estimates. In
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**Fig. 9.** Estimation of vegetation bulk conductance for two different fractions of vegetation cover.

### Table 2. Overview of input parameters used for evaluation of \( \Pi \). The calculated \( \Pi \) values are given for two values of \( \lambda_s/\delta_s \). (For explanation of class, see Table 1.)

<table>
<thead>
<tr>
<th>DOY</th>
<th>Date (−)</th>
<th>Time [LST (h)]</th>
<th>Class (−)</th>
<th>( u^2/h ) (m s⁻²)</th>
<th>( Q_e ) (W m⁻²)</th>
<th>( h ) (m)</th>
<th>( T_{TOP} ) (K)</th>
<th>( T_M ) (K)</th>
<th>( \Pi : \lambda_s/\delta_s = 5 ) (−)</th>
<th>( \Pi : \lambda_s/\delta_s = 2 ) (−)</th>
</tr>
</thead>
<tbody>
<tr>
<td>279</td>
<td>6 Oct</td>
<td>0000–0600</td>
<td>Int.</td>
<td>7.5E-05</td>
<td>−77.2</td>
<td>75</td>
<td>290.01</td>
<td>284.31</td>
<td>23.8</td>
<td>2.1</td>
</tr>
<tr>
<td>280</td>
<td>7 Oct</td>
<td>0000–0600</td>
<td>Turb.</td>
<td>1.3E-03</td>
<td>−80.8</td>
<td>145</td>
<td>290.59</td>
<td>286.98</td>
<td>263.3</td>
<td>258.6</td>
</tr>
<tr>
<td>281</td>
<td>8 Oct</td>
<td>0000–0600</td>
<td>Int.</td>
<td>1.7E-04</td>
<td>−56.0</td>
<td>115</td>
<td>290.78</td>
<td>287.48</td>
<td>19.2</td>
<td>−20.2</td>
</tr>
<tr>
<td>283</td>
<td>10 Oct</td>
<td>0000–0600</td>
<td>Rad.</td>
<td>6.8E-06</td>
<td>−67.3</td>
<td>70</td>
<td>294.15</td>
<td>287.53</td>
<td>86.0</td>
<td>56.0</td>
</tr>
<tr>
<td>284</td>
<td>11 Oct</td>
<td>0000–0600</td>
<td>Turb.</td>
<td>7.4E-04</td>
<td>−73.5</td>
<td>175</td>
<td>291.39</td>
<td>288.86</td>
<td>202.3</td>
<td>142.9</td>
</tr>
<tr>
<td>286</td>
<td>13 Oct</td>
<td>0000–0600</td>
<td>Trans.</td>
<td>7.5E-04</td>
<td>−78.2</td>
<td>150</td>
<td>295.03</td>
<td>291.28</td>
<td>152.1</td>
<td>102.9</td>
</tr>
<tr>
<td>287</td>
<td>14 Oct</td>
<td>0000–0600</td>
<td>Rad.</td>
<td>1.0E-05</td>
<td>−73.9</td>
<td>90</td>
<td>284.76</td>
<td>285.10</td>
<td>80.5</td>
<td>46.5</td>
</tr>
<tr>
<td>288</td>
<td>15 Oct</td>
<td>0000–0600</td>
<td>Turb.</td>
<td>1.2E-03</td>
<td>−84.5</td>
<td>200</td>
<td>294.82</td>
<td>290.05</td>
<td>366.5</td>
<td>358.5</td>
</tr>
<tr>
<td>290</td>
<td>17 Oct</td>
<td>0000–0600</td>
<td>Turb.</td>
<td>5.0E-03</td>
<td>−29.3</td>
<td>70</td>
<td>283.39</td>
<td>285.72</td>
<td>254.7</td>
<td>301.7</td>
</tr>
<tr>
<td>291</td>
<td>18 Oct</td>
<td>0000–0600</td>
<td>Int.</td>
<td>1.8E-04</td>
<td>−63.4</td>
<td>50</td>
<td>281.81</td>
<td>282.05</td>
<td>19.3</td>
<td>0.2</td>
</tr>
<tr>
<td>292</td>
<td>19 Oct</td>
<td>0000–0600</td>
<td>Rad.</td>
<td>1.6E-05</td>
<td>−70.2</td>
<td>70</td>
<td>282.98</td>
<td>283.28</td>
<td>56.9</td>
<td>31.4</td>
</tr>
<tr>
<td>293</td>
<td>20 Oct</td>
<td>0000–0600</td>
<td>Int.</td>
<td>8.1E-05</td>
<td>−73.0</td>
<td>61</td>
<td>284.50</td>
<td>281.63</td>
<td>22.5</td>
<td>3.4</td>
</tr>
<tr>
<td>294</td>
<td>21 Oct</td>
<td>0000–0600</td>
<td>Trans.</td>
<td>1.1E-04</td>
<td>−79.8</td>
<td>120</td>
<td>285.99</td>
<td>283.72</td>
<td>21.7</td>
<td>−18.5</td>
</tr>
<tr>
<td>295</td>
<td>22 Oct</td>
<td>0000–0600</td>
<td>Trans.</td>
<td>2.0E-04</td>
<td>−83.0</td>
<td>70</td>
<td>291.49</td>
<td>284.54</td>
<td>13.8</td>
<td>−8.0</td>
</tr>
<tr>
<td>296</td>
<td>23 Oct</td>
<td>0000–0600</td>
<td>Trans.</td>
<td>2.9E-04</td>
<td>−78.1</td>
<td>100</td>
<td>281.79</td>
<td>282.63</td>
<td>44.9</td>
<td>−5.2</td>
</tr>
<tr>
<td>297</td>
<td>24 Oct</td>
<td>0000–0600</td>
<td>Int.</td>
<td>1.0E-04</td>
<td>−70.1</td>
<td>52</td>
<td>280.89</td>
<td>281.01</td>
<td>20.9</td>
<td>2.7</td>
</tr>
<tr>
<td>298</td>
<td>25 Oct</td>
<td>0000–0600</td>
<td>Turb.</td>
<td>8.6E-04</td>
<td>−80.0</td>
<td>102</td>
<td>284.15</td>
<td>282.71</td>
<td>127.8</td>
<td>90.7</td>
</tr>
<tr>
<td>299</td>
<td>26 Oct</td>
<td>0000–0600</td>
<td>Rad.</td>
<td>1.1E-05</td>
<td>−83.8</td>
<td>30</td>
<td>291.05</td>
<td>283.04</td>
<td>40.5</td>
<td>27.1</td>
</tr>
<tr>
<td>300</td>
<td>27 Oct</td>
<td>0000–0600</td>
<td>Int.</td>
<td>2.5E-04</td>
<td>−85.3</td>
<td>100</td>
<td>291.89</td>
<td>285.83</td>
<td>16.9</td>
<td>−17.3</td>
</tr>
<tr>
<td>301</td>
<td>28 Oct</td>
<td>0000–0600</td>
<td>Trans.</td>
<td>4.1E-04</td>
<td>−71.4</td>
<td>130</td>
<td>290.83</td>
<td>287.28</td>
<td>55.0</td>
<td>0.9</td>
</tr>
</tbody>
</table>
some cases (e.g., 24 October), h showed considerable variation during the averaging period, responding to changing intensity of SBL turbulence. It is noted that the final results are not very sensitive to the exact value for h.

f. Summary

The total set of input parameters derived from the CASES-99 data is given in Table 2. Only days with a complete set of input parameters, derived from various instruments, could be analyzed. This limited the number of days. Additionally, the following constants were used e_r = 1.0 (—), e_s = 0.8 (—), z_{om} = 0.03 m, T_{ref} = (T_{TOP} + T_M)/2 K, and C_v = 2 kJ m^{-2} K^{-1}. Unless stated otherwise, physical constants like Boltzmann’s are given the same values as in VdW(a). Based on this input data, II has been computed for two cases: \( \lambda_u / \delta_{u0} = 5 \) (case 1), and 2 (case 2) (in W m^{-2} K^{-1}). Before discussing the table results in the next section, we summarize explicitly the steps that are necessary to calculate II. This in order to facilitate future application.

1) A list of input parameters [see also, overview Table 1 in VdW(a)] follows:
   - the effective pressure gradient (or, alternatively, \( u^2/h \));
   - the isothermal net radiation \( Q_i \) [to be determined from \( Q_{net} \) and \( (T_u - T_a) \), see section 4b];
   - the boundary layer height \( h \), and the temperature at the boundary layer height \( T_{TOP} \);
   - the topsoil temperature \( T_M \) (see appendix);
   - estimations for the heat capacity \( C_v \), and the bulk conductivity \( \lambda_u / \delta_{u0} \) of the vegetation;
   - estimations for \( z_{om}, e_r, e_s, \) and for a reference temperature \( T_{ref} \);
   - physical constants (standard notation), like \( \sigma, \kappa, \) and \( R_c \).

2) Accounting for some scaling conversions and symbol definitions described explicitly in section 2 of VdW(b), the input parameters are substituted straightforwardly in the expressions for the equilibrium solutions of the system [VdW(b), appendix C].

3) Last, II is found from substitution of this equilibrium solutions in the II expression given in appendix D of VdW(b).

5. Comparison of theory and observations

a. Using full theory (II)

In Fig. 10, the critical contour line II = 1 from Fig. 8 is replotted. As before, this contour line is valid for a single location with a certain set of local parameters. Figure 10 (also the example in Fig. 8) is calculated for the CASES-99 site using local parameter estimations (e.g., \( z_{om} \)) as given in the previous section. Because some of the parameters are not true physical constants like \( T_M, T_{TOP}, \) and \( h \) they had to be given fixed values in order to plot this theoretical contourline. In Fig. 10 we assumed \( T_M = T_{TOP} = 285 \) K and \( h = 80 \) m.

For comparison, the CASES-99 nights are plotted in Fig. 10, according to their values of \( u_i^2/h \) and \( Q_i \). The nights are marked with different symbols according to their a priori time series classification described in section 3: gray triangles denote radiative nights; black diamonds, intermittent nights; and open circles, continuous turbulent nights (as in Fig. 11).

![Fig. 10. Critical contour line II = 1 for the CASES-99 site predicted by theory. Observed nights are located in this graph according to their values of \( Q_i \) and \( u_i^2/h \). The nights are marked with different symbols according to their a priori time series classification described in section 3: gray triangles denote radiative nights; black diamonds, intermittent nights; and open circles, continuous turbulent nights as in Fig. 11.](image-url)
Fig. 11. Calculated II values as a function of \(u^2/h\) for various CASES-99 nights [(top) with \(\lambda_m/\delta_m = 2\)]. Different symbols are used according to the a priori classification [as in Fig. 10; (bottom) with \(\lambda_m/\delta_m = 5\)].

horizontal slice is made in Fig. 10. The intersection of this slice with the contour line of Fig. 10 predicts the two pressure gradient values for which \(\Pi = 1\) in Fig. 11a. Again, different symbols are used according to the a priori classification of section 3. In Fig. 11a it is shown that the nonintermittent nights show II values larger than its critical value 1, and II values below or just around the critical level coincide with observed intermittent nights, confirming the theoretical predictions of VdW(a,b). The data points do not exactly collapse on one single curve, due to small differences in \(Q_i\), and differences in \(T_u, T_{top}\), and \(h\). But, roughly speaking, Figs. 11a and 10 indicate comparable results, confirming the predictive character of II.

In Fig. 11b, the calculations of II are identical to those in Fig. 11a, except for the fact that a bulk conductance \(\lambda_m/\delta_m\) of 5 W m\(^{-2}\) K\(^{-1}\) is used, corresponding to a vegetation fraction of 1.0, instead of \(\lambda_m/\delta_m = 2\) (vegetation fraction of 0.5). Although the qualitative shape of Fig. 11b is similar to that of Fig. 11a, its quantitative features are rather different. Figure 11b shows that, although the predicted II values are low for the intermittent cases, they are not below the theoretical critical level of \(\Pi = 1\), below which intermittency is predicted. Thus, although the observed intermittent cases are predicted to be most unstable (mathematically) of all, they are predicted just not unstable enough to be intermittent. The implications of this result for the general classifications Fig. 10 becomes clear in Fig. 12, showing two theoretical classifications for the CASES-99 site, using two different values of the bulk conductance. It is observed that the case with the highest bulk conductance \(\lambda_m/\delta_m = 3\) results in the smallest area with intermittent turbulence. The large value of \(\lambda_m/\delta_m\) of 5 W m\(^{-2}\) K\(^{-1}\) (not shown) would not give a single II value below the critical level 1 for any value of \(u^2/h\) and \(Q_i\). As such, it could not be plotted as a contour line \(\Pi = 1\). On the other hand, it is noted that even in this case of \(\lambda_m/\delta_m = 5\), the most unstable cases are located in the same area as in the case of \(\lambda_m/\delta_m = 2\) (as with Figs. 11a and 11b), indicating that the qualitative bowl-shaped dependence of II remains unchanged. It is noted that the importance of the bulk conductance on the system stability was recognized/discussed in the previous studies of VdW(a,b).

In summary, although the regime predictions using this II are robust and discriminative in a qualitative sense, the exact quantitative features have to be interpreted with caution, because of uncertainties in the parameter estimations.

b. A simplified approach

1) THEORETICAL BACKGROUND

A disadvantage of the II parameter of VdW(b) is its complexity, which limits its applicability. Furthermore, due to this complexity this parameter does not provide insight in the physical cause of instability that generates intermittency. Therefore, in VdW(b), a less exact but simpler stability/classification criterion was given, which allows a physical interpretation. In this section,
this simplified criterion is applied to the CASES-99 dataset.

The approximate stability criterion (denoted as A-Cr.) is derived by application of a fixed shear criterion for instability (FSCI; Derbyshire 1999) to the surface energy balance equation. Here, only the result is given. The system is found to be mathematically/physically unstable (causing intermittency) when

\[
\left( \frac{R_c}{R_b} \right)_{eq} > \frac{K + 1}{3}. \tag{7}
\]

This criterion depends on two dimensionless groups

- the normalized equilibrium bulk Richardson number \( (R_c/R_b)_{eq} \), and
- the partitioning parameter \( K \).

Both groups are calculated from external variables. As expected, the equilibrium value of the bulk Richardson number is primarily determined by \( Q \), and by the effective pressure gradient. The second group, the so-called partitioning parameter, is physically interpreted as the ratio of the summed radiative and soil/vegetation conductance/exchange coefficient compared to the exchange coefficient for turbulent heat transport [VdW(b)]. If turbulent heat exchange were the only process involved, the criterion \( (R_c/R_b)_{eq} > 1/3 \) would imply a sufficient condition for system instability (assuming fixed shear). The discussion in the previous section, however, explained that a large soil heat flux (and additionally, the radiative flux) tends to stabilize the system, counteracting intermittency. This effect is accounted for in the partitioning parameter, making \( (R_c/R_b)_{eq} > 1/3 \) a necessary but not a sufficient condition.

For the application of the A-Cr., external parameters were estimated as with II except for the following.

- \( T_{TOP} \) and \( T_M \) are not needed as input parameters.
- Instead, at the bottom boundary, \( G \) is needed as input. Because \( G \) was only available for a limited number of days (Table 2), \( G \) is estimated from the residual of the other energy balance terms, accounting for the gap in the energy balance closure (13 W m\(^{-2}\)).

2) RESULTS

For the available CASES-99 nights, both terms in the stability criterion of Eq. (7) were calculated (Fig. 13). Moreover, the difference between those two terms, \( (R_c/R_b)_{eq} - (K + 1)/3 \), is plotted, marked differently according to the a priori classification based on the flux time series, as in Figs. 11a,b. A positive difference means \( (R_c/R_b)_{eq} > (K + 1)/3 \), predicting instability (causing intermittency). Likewise, a negative difference predicts a nonintermittent situation.

To some extent the system stability is predicted correctly: negative differences coincide with radiative and turbulent nights, and the intermittent nights show positive values. However, the “in between” cases show that some turbulent nights are incorrectly predicted as being unstable. Moreover, the slope between the intermittent and turbulent cases is rather flat, indicating that the figure is not very discriminative for these cases (contrary to the strong slopes in Figs. 11a,b). It is noted that the use of a larger bulk conductance, \( \lambda_s/\delta_m \) of 5 instead of 2 W m\(^{-2}\) K\(^{-1}\), gave very similar results as with II, that is, leading to system stabilization.

In summary, although the approximate criterion provides useful physical insight and predicts the extreme cases correctly, its predictions are incorrect or not very discriminative for the more subtle cases. For these cases the basic fixed shear assumption is probably not correct (Derbyshire 1999). Therefore, for these cases, the momentum equation needs to be accounted for in a coupled momentum-energy balance system as in the derivation of II.

6. Discussion

a. Quantitative/qualitative features

The previous sections showed that the predictions with II are robust in a qualitative sense: intermittency is most likely to occur under clear-sky conditions in presence of a moderately/weak pressure gradient, in agreement with what is generally observed (section 3). This robustness can be understood from the basic mechanism [see introduction; VdW(a,b)], which needs two basic ingredients: 1) a positive feedback of stratification on turbulent mixing, enabling decoupling; and 2) a pressure gradient that accelerates the flow after decoupling, enabling recoupling. In conditions of strong winds and/or large cloud cover the Richardson numbers are too...
low to generate decoupling (no positive feedback, see Fig. 5) so that no intermittency will occur. In the other extreme, in the absence of a significant pressure gradient, the flow acceleration is either absent or not strong enough to generate intermittency.

Despite this qualitative robustness, our results [especially VdW(a)] indicate a large sensitivity of the \( P \) value on (uncertain) parameter estimations. This means that a single \( P \) value on itself cannot be interpreted as a reliable predictor of intermittent/nonintermittent SBL regimes. Rather, the relative value of \( P \) compared to the \( P \) values of other nights at the same location (under various conditions) tells more about the probability of finding a particular regime during this night. This result indicates that the qualitative/conceptual value of the present study is more important than its direct quantitative significance. This is certainly true in the light of the rather strict model assumptions.

b. Other classifications

The present paper tries to express/predict different SBL regimes in terms of external forcing parameters such as pressure gradient and cloud cover. First, it is believed that, eventually, these external parameters determine SBL behavior [apart from the discussion on predictability by McNider et al. (1995)]. Second, especially in the intermittent regime, external parameters tend to vary less than internal system parameters, like wind speed, temperature, \( u_a \), \( L \), etc. Section 4, however, shows that in practice, still internal input parameters such as \( u^2_a/h \), \( h \) itself, \( T_M \), and \( T_{TOP} \), are needed (albeit using 6-h averages) to calculate \( P \). By inclusion of more model complexity in future studies, some of these internal variables could be related to external parameters. For example, the inclusion of Coriolis effects (separate \( U \) and \( V \) equations) translates the effective pressure gradient into a real pressure gradient as input parameter.

In literature SBL classifications have been proposed using internal system parameters such as \( z/L \), \( z/A \), \( hL \), and \( z/h \), based on similarity arguments (Holtslag and Nieuwstadt 1986). Using \( z/L \) as an indicator, Mahrt et al. (1998) classified the stable surface layer into (a) weakly stable, (b) moderately stable, and (c) very stable. Although this classification proved to be very useful as a guideline to look at surface layer observations, it is not meant as an exact predictor of different SBL regimes (here, especially the intermittent regime). Generally speaking, the studies mentioned above indicate that intermittent turbulence is most likely at large stability conditions, that is, large values of \( Ri \), \( z/A \), \( z/L \), or \( hL \). This fact is confirmed by the present study and others (e.g., Kondo et al. 1978; Howell and Sun 1999). Additionally, the present study stresses the importance of other heat exchange processes (besides turbulence) such as soil/radiative heat flux, that stabilize SBL intermittency.

c. Future research

It would be interesting to extend the present work, in a sense of analyzing SBL regimes in relation to external forcing parameters, to larger datasets (including cloudy cases), and for different types of land cover (with different physical properties). With this respect the authors suggest that a closer collaboration between NWP modelers and experimentalists will benefit these type of classification studies (particularly in relation to an accurate diagnosis of pressure gradients; see section 4b).

Apart from the present system analysis approach using a simplified model, there is need for more detailed studies on intermittency dynamics. Although the intermittency mechanism arising from a positive feedback between stratification and mixing efficiency in shear flow is an important candidate explaining the observed intermittency in SBLs, it is not clear whether this intermittency is caused by a direct surface–atmosphere interaction (present work), is formed in shear layers higher up (e.g., Coulter 1990; Ha and Mahrt 2001), or is a combination of both. It is challenging to extend the present work (both the theoretical and observational part) to the more general case, allowing both atmosphere–surface interaction and interaction with higher shear layers.

7. Conclusions

In this paper a classification of intermittent and nonintermittent turbulence is presented based on observations of near-surface turbulence during CASES-99. It is found that the different nights can be subdivided in three subclasses: 1) a turbulent regime, 2) an intermittent regime, or 3) a radiative regime. These classes reflect different SBL dynamics. Moreover, the existence of three regimes confirms the findings of VdW(a) who simulated three different SBL regimes with a simplified model.

This bulk model of VdW(a) showed both intermittent and nonintermittent SBL behavior for different parameter ranges. In VdW(b), analysis of the model equations resulted in a dimensionless number (\( P \)), which is a function of external forcing parameters such as the (effective) pressure gradient and the radiative forcing. With this number, the model behavior (i.e., intermittent or nonintermittent) could be predicted.

The present study uses this parameter to classify/predict intermittent and nonintermittent nights at CASES-99. To this end, \( P \) was evaluated from detailed analysis of the available data. Comparison of the predictions/classification using \( P \), with the actual observed regimes shows generally good agreement.

- Those nights predicted to be most (mathematically) unstable to disturbances, turned out to be intermittent.
- The most stable (mathematically) nights turned out to be nonintermittent, that is, continuously turbulent or radiative.
The qualitative features mentioned above are very robust and discriminative. Thus, under the assumptions made, the II concept could be useful as a classification tool.

The exact quantitative value of II shows to be rather sensitive to local parameters such as the bulk conductance of the vegetation layer, which is difficult to estimate exactly a priori. In practice, this makes II unsuitable as an absolute predictor of stability/SBL regimes. However, useful information about the stability/regime of a particular night is obtained by comparing its II value relative to other nights under different conditions.

In VdW(b) an approximation for the rather complex II was derived. This approximation based on a fixed shear criterion for instability provided new insight in the relative importance of the different boundary layer processes (turbulence, radiation, soil conduction) in the instability mechanism [VdW(b)]. As in the II case, the regime predictions are compared with the observed regimes. The approximate parameter correctly predicts extreme cases. However, in the more subtle cases the approximation shows to be less decisive or even incorrect, probably due to the fact that the fixed shear assumption is not a good approximation for these cases.

In light of the present work, it seems useful to investigate the occurrence of stable boundary layer regimes in relation to their external forcing parameters. As such, classification diagrams like Figs. 1 and 10 may provide a new conceptual perspective for future (observational and modeling) work on SBL regimes.

**APPENDIX**

Fourier Analysis of Soil Temperatures

To solve the surface energy balance one would like to measure the soil heat flux (SHF) directly at the soil surface. In practice this is often not possible without disturbing the surface properties, due to the presence of vegetation/roots. Therefore, the SHF is often measured a few centimeters below the soil surface. Thus, the measured values need to be extrapolated to the surface in a consistent way. A method is given below. For a detailed background of the theory we refer to van Wijk and de Vries (1963).

In the analysis, data from thermometers at 2.3 and 2.8 cm and an SHF plate at 2.5.4 cm are used, available during DOYs 289–301. The time series of the 3-cm temperature is decomposed in 150 Fourier components, which results in a nearly perfect fit (Fig. A1). Using standard theory of heat conduction (assuming homogeneity) the temperature signal at 8-cm depth is reconstructed (Fig. A1) using a “best fit” thermal diffusivity value $\kappa_{th}$. For our set this gave $\kappa_{th} = 0.155 \times 10^{-6}$ m$^2$ s$^{-1}$, comparable to values for dry sand ($0.24 \times 10^{-6}$ m$^2$ s$^{-1}$) and clay ($0.18 \times 10^{-6}$ m$^2$ s$^{-1}$; Oke 1978). Knowing this $\kappa_{th}$ value, $T(z, t)$ is known for every $z, t$ assuming homogeneity of soil properties in space/time. In this way $T_M(t)$ was found substituting $z = 0$ (section 4).

Next, the SHF at 5.4-cm depth is reconstructed (Fig. A1) by differentiating $T(z, t)$ with respect to $z$, assuming a best fit value for the soil conductivity $\lambda_s$ of 0.6 W m$^{-1}$ K$^{-1}$. With this $\lambda_s$ value, $G(z, t)$ is known and the SHF at the surface $G(0, t)$ is found by substituting $z = 0$. The result is shown in Fig. A2, which gives an overview of the energy balance for three typical nights. Comparing Figs. A2 and A1 shows that both the magnitude and the shape of $G(0, t)$ has changed a lot compared to the original measured $G(-0.054, t)$, indicating the importance of the extrapolation.

An innovative element of this study are large temporal changes in $G(0, t)$, which are realistic features: the soil heat flux not only reacts on the peak value of the net radiation at the beginning of the night, but also reflects the intermittent behavior of the turbulent heat flux at DOY 296, and the “jump” in the heat flux at DOY 297. As such, strong fluctuations cancel out in the final energy balance budget. Apparently, the intermittent character in the turbulent flux is transferred into the soil and is still noticable in the temperature measurements, despite its apparently smooth time series (A1).
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