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Chapter 1

Sticky Squishy & Stuck
Introduction

This thesis is the result of research at the interface between two scientific disciplines; membrane technology and soft matter science. The aim of this thesis is to explore common problems encountered in membrane processes by linking them to classical topics of study in soft matter science. In order to do so, we simplify the problems to their basic elements and design model systems to study these challenges in detail and provide new fundamental insights. In the following, we first provide a 'dictionary' linking these two different academic disciplines and provide a brief introduction and context to the three major themes in this thesis.

1.1 A microscopic look at membrane filtration

A membrane is a semi-permeable barrier that blocks the passage of some compounds in a fluid stream, while allowing others to go through, i.e. it acts as a filter. Membranes are widely used in many industrial filtration processes, ranging from desalination[1, 2], waste water treatment[3, 4], separation processes in the food industry such as removal of whey from milk[5, 6, 7], purification of liquids or gasses from fermentations[8, 9], hemodialysis[10, 11], etc. Membrane separation processes can have different purposes; they can be used to concentrate a valuable component in a dilute stream by selectively removing fluid, they can be used for purification, by removing and/or retaining impurities, or to fractionate a mixture of compounds in two (or more) valuable streams. Membranes are available with a wide variety of pore sizes, ranging from several Ås to approximately 10 µm. Filtration devices with pore sizes larger than this are usually classified as sieves, whose pore sizes can range into the millimeter scale. The typical size ranges
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Figure 1.1: Illustration of the size ranges in which various membrane systems can operate, along with some common examples of solutes at that size range, adapted from[12] with permission from John Wiley & Sons, Inc.

and associated classifications and solutes are illustrated in Fig.1.1. Alternatively, membrane processes can be classified based on the driving force to achieve separation: osmotic and hydrostatic pressure, temperature, electrical fields, etc. In this thesis, pressure driven separations are our focus as these are most commonly encountered in industry.

Developments in membrane systems have seen tremendous growth in the past decades[12, 13, 14]. As membrane filtration blocks the passage of solutes in a fluid stream by means of mechanical exclusion, membrane separation uses significantly less energy than other separation techniques that are based on thermal or physical separation[13]. This relative energy efficiency, along with scalability due to the modular design of membranes, have led to a wide-ranging adoption in a large number of industries[12, 13]. Membrane separation processes are also considered very mild, which makes them suitable for the separation or purification of highly valuable compounds that are often heat-labile, for example, pharmaceutical components or delicate biomacromolecules[13].

The engineering approach to describe membrane systems often occurs at a phenomenological level, where fluid dynamics are taken as a natural starting point. E.g. one of the main theoretical frameworks to describe filtration considers the pressure-flux relationship at the macroscopic scale, e.g. using Darcy’s law[15, 16], which is defined as:
A MICROSCOPIC LOOK AT MEMBRANE FILTRATION

\[ J_i = K c_i \frac{dP}{dx} \]  \hspace{1cm} (1.1)

where \( J_i \) is the flux of compound \( i \), \( K \) is a coefficient that encodes the membrane properties (permeability, tortuosity and size) and \( \frac{dP}{dx} \) is the pressure gradient over the membrane of width \( x \). Within this macroscopic approach, all microscopic details of the processes occurring within the membrane are captured in a single phenomenological constant, \( K \), which is often determined empirically, without explicit description of how \( K \) depends on geometry or accumulation of components that are retained, which mostly results in membranes beginning to clog and foul.

Membrane fouling is one of the major challenges in the design and application of efficient membrane separations. Fouling, and the associated clogging of membrane pores, is the gradual accumulation of solid or semisolid matter in and on the membrane during its operational lifetime. As a membrane starts to foul, membrane pores become clogged, leading to large reductions in flux, and thus productivity. Additionally, the selectivity of separation is also negatively influenced by the reduced pore size. Mitigating the adverse effects of fouling can be achieved in industrial settings in a variety of ways, such as flushing the membrane, reversal of flow to remove built-up particulates, extensive cleaning in-place or ultimately replacement of the membrane all together[13]. Delaying, or preventing fouling would increase the lifetime of membranes, and thus lead to more efficient and sustainable processes.

Solving this complex challenge by adopting a macroscopic fluid dynamics approach has proven impossible. The origins of fouling and clogging are so complex that to design effective strategies for delaying or preventing them requires fundamental insight into what occurs within a membrane at the microscale. Interestingly, many of the phenomena we find at this scale can be mapped onto classical topics in colloid and soft matter science (see Fig.1.2). The filter cake that results as fouling occurs can be treated as a densely packed suspension of particles, or in soft matter terms, a colloidal glass. Similarly, clogging of membrane pores can be considered as a flow-induced aggregation problem. Finally, the complex flows that occur near the membrane surface where the concentration of solutes can become high due to concentration polarisation are known in
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Figure 1.2: Schematic representation of a membrane system where a particle suspension flows through, showing the three major themes of this thesis, and how these themes relate to their corresponding problems in soft matter science.

the soft matter world as the flow of complex fluids in confinement.

These 'translations' of terminology used in membrane technology to the terminology found in soft matter science leads us to the central aim that has guided the work in this thesis:

In this thesis, we aim to understand the microscopic processes near, at, and within filtration membranes. In particular we address the question how can we design clever experiments to probe, quantify, visualize and disentangle i) the structure and dynamics of dense and non-ideal particle packings, ii) confined flows of complex fluids and iii) the mechanisms of pore clogging due to flow-induced aggregation.

A schematic representation of these three major themes in the context of a membrane system is given in Fig.1.2. In the following sections we will focus on each theme separately; dense colloidal packings as a model for filter cakes in section 1.2, the flow of complex fluids in confinement as a way to describe flow
across a membrane in section 1.3 and flow-induced aggregation to understand pore clogging behavior in section 1.4.

1.2 Colloidal glasses

As membranes start to foul a filter cake builds up on top of the membrane. Particulates are deposited on the membrane, making the flow through the membrane pores more and more restricted. These deposited filter cakes are densely packed solids of particles that are often difficult to remove due to their high density and ability to stick to the membrane surface. In soft matter terms, such a dense packing of colloidal particles is often studied in the context of dense liquids and/or glasses. To this end, we study a few selected topics in the field of colloidal glasses of non-hard sphere systems to gain insight into how various particle properties influence such densely packed systems.

Colloidal suspensions of small (0.01-10 µm) particles in a suspending fluid exhibit a rich phase behavior[17], showing e.g. fluid, liquid, crystalline, gel-like and glassy states (see Fig.1.3), depending on the particle volume fraction $\phi$, inter-particle interactions, external fields (gravity, electrical), polydispersity, particle softness, etc[18]. We first consider the simplest case of colloidal particles in suspension; a suspension of purely repulsive particles, interacting by volume exclusion alone, known as hard-spheres[19]. A suspensions of colloidal hard spheres behaves as a fluid at low $\phi$ and can become solid upon increasing $\phi$, either by crystallizing at $\phi = 0.545$, where the system forms a highly ordered, regular structure (see Fig.1.3 for a schematic example) if the particles are sufficiently monodispersed. Or by forming a disordered solid, known as a glass above $\phi_g \simeq 0.58$, when crystallization is suppressed, usually by increasing the particle polydispersity. In most practical situations, suspensions are polydisperse such that crystallization is unlikely; we thus focus here on the glassy state in the colloidal phase diagram.

As the glass transition volume fraction $\phi_g$ is approached in such a hard sphere suspension, the free volume surrounding each particle decreases and the particle motion becomes increasingly restricted by neighboring particles due to the formation of configurational cages[18, 19, 20]. While the particles exhibit small scale
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vibrational motion within these geometric cages, known as cage rattling motion, these cages restrict the long-ranged motion of particles. Only at sufficiently long time-scales, collective particle motion reshapes the cages and allows particles to translate on much larger length scales. The emergence of this caging-uncaging behavior leads to a slowdown of relaxation dynamics of the suspension, making it behave as a solid at the appropriate time scales. Interestingly, this process is analogous to the glass transition in molecular glass formers, where the fluid transitions into a glass upon lowering the temperature due to the associated reduction in local free volume[21, 22]. We note, that in colloidal systems the natural control parameter to induce this fluid-solid transition is not temperature but the particle volume fraction $\phi$.

A natural property to quantify slowing down of particle motion within the system is the macroscopic viscosity, which is directly related to the self-diffusion rate of the particles at the microscopic scale. As $\phi$ increases, the low viscosity fluid phase transforms into a phase with an exceedingly high viscosity, which appears solid within experimental time scales[23, 24]. We note that the question if the glass transition is the true solid-liquid transition or that a secondary jamming transition at slightly higher volume fractions is the liquid-solid point remains a topic of debate, and is outside of the scope of this thesis[25, 26].

For colloidal hard spheres, the growth of macroscopic viscosity is very weak at low volume fractions, but as the glass transition is approached at $\phi_g \approx 0.58$ the viscosity rapidly increases by many orders-of-magnitude with only moderate changes in $\phi$ (see Fig.1.4a), signaling a very steep slowdown in dynamics close to the glass transition point. The steepness of this slowing down close to $\phi_g$ can vary dramatically between different glass formers and is captured by the concept of fragility, as first proposed for molecular glass formers by Angell[27]. A glass is termed 'fragile' if the viscosity increase is very steep and superexponential. A glass is denoted 'strong' if the viscosity exhibits a simple exponential (Arrhenius) growth upon approach of the glass point. For colloidal hard spheres the behavior is superexponential and thus its glass transition can be classified as fragile. We note that the terminology 'fragile' and 'strong' evoke the notion of reflecting on the mechanical rigidity and toughness of the material, yet these are completely different and uncoupled properties; here these terms only bear an indication on
Figure 1.3: Phase diagram of colloidal particles as a function of volume fraction $\phi$ and inverse attraction strength $k_B T/U$. The blue line indicates the gel line, at which attraction strength colloidal gels (see schematic representation) start to form, and continues into the glass line, which shows at what attraction strengths and volume fraction glasses are formed (both attractive and repulsive glasses). Gray dashed lines show the volume fraction at which at zero attraction strength glasses are observed and which volume fraction is only accessible for crystals. Adapted by permission from Macmillan Publishers Ltd: Nature Materials[17], copyright 2002.

Interestingly, it has been reported that the fragility of the hard sphere glass transition can be weakened and pushed to the strong glass limit by introducing softness to the colloidal particles. The growth in structural relaxation time $\tau$, which is proportional to the viscosity, becomes increasingly gradual as the particles become softer, as previously explored by others for microgel colloids with different degrees of internal crosslinking[28]. For sufficiently soft particles an exponential viscosity growth is found (see Fig.1.4b, leading to the classification of a strong colloidal glass. These results are evocative for two reasons: i) the
fact that the entire range of fragilities can be explored in a colloidal system with a single tuning parameter gives rise to the possibility to study the origins of fragility at the microscopic scale, for which colloidal glasses are ideally suited, ii) since fragility is relevant for the processing properties of glasses, and thus the behavior of colloidal glasses in a filter cake, this may imply that colloidal engineering can be used to change filtration behavior. However, while these observations of fragility changes as a result of softness are interesting, so far it has remained unclear what the mechanisms are in which softness influences the colloidal glass transition. As a result, the underlying physics and universal description of the colloidal glass transition that captures fragility remains elusive.

In Chapter 4 we solve this outstanding challenge by deriving a microscopic theory to explain the mechanisms of fragility in glasses of soft and compressible colloids, and use this to explain the mechanisms that control the nature of the glass transition in a variety of soft colloidal systems. To explore this topic in more detail, we then continued to investigate what happens when such deformable, soft, particles are highly compressed, and show that not only compressibility but also the propensity for shape changes must be taken into account for a completely quantitative description, as discussed in Chapter 5.

So far, we only considered systems interacting by purely repulsive potentials. Another very important factor, especially in practical situations, is the presence of (weak) attractive forces between the particles in the fluid stream. Attractions can completely change the behavior of colloidal suspensions[29, 30, 31, 32], both at low and high \( \phi \). At low \( \phi \) and high values of the attraction energy \( U (U > 10k_BT) \) a colloidal suspension forms a kinetically-arrested low density solid by forming a space-spanning percolated network, known as a colloidal gel[32] (Fig.1.3). In contrast, at high \( \phi \), i.e. for samples in proximity of the repulsive glass transition, even low attraction strengths \( (U \geq 1k_BT) \) can drastically alter the behavior of the colloidal glass. As illustrated in Fig.1.3, introducing weak attractions can drive the repulsive glass into a fluid, by increasing the local free volume[29], followed by the formation of a new glass phase bonded by attractive forces if the attraction strength is further increased[30].

To understand the effects of attractive forces on the transition from a repulsive to an attractive glass we can again start by probing the dynamical slowing
down, this time at the microscopic scale. A natural starting point is the mean-squared displacement $\langle \Delta x^2(\Delta t) \rangle$, a measure for time- and ensemble-averaged mobility of particles in the suspension. At low $\phi$ the mean-squared displacement increases linearly as a function of the lag time $\Delta t$, obeying the Einstein diffusion equation[33, 34]:

$$\langle \Delta x^2(\Delta t) \rangle = 6Dt$$  \hspace{1cm} (1.2)

where $D$ is the diffusion coefficient. As the diffusion constant, within the context of the Stokes-Einstein relation, is inversely proportional to the sample viscosity, also this is a probe for the macroscopic sample properties. However, as the volume fraction is increased the simple diffusive behavior gives way to more complex dynamics, which no longer obey the Stokes-Einstein law. As the sample becomes glassy, a plateau appears in the mean-squared displacement, indicative of the caging behavior described earlier, where particles are trapped in configurational cages and exhibit only localized thermal motion (cage rattling). Only
rarely, does a cage break open and allows a particle to move away from its previous averaged position; this results in a cage-to-cage hopping motion represented by long time diffusive behavior as evident from the eventual upturn observed in \( \langle \Delta x^2(\Delta t) \rangle \) at high \( \phi \)\textsuperscript{[36]} (Fig. 1.5a). The ensemble- and time-averaged mean-squared displacement probes the average dynamics of the sample, and thus does not reveal if the dynamics are temporally and spatially (in)homogeneous. If the coordinates and trajectories of all particles are explicitly known, for example in computer simulations or by employing particle-tracking algorithms on confocal microscopy data of colloidal glasses imaged at the single-particle scale, the mean-squared displacement can also be calculated for every particle in the glass separately. Interestingly, this approach also directly reveals the caging-uncaging motion described above\textsuperscript{[36]} (Fig. 1.5d).

Such investigations at the single particle level reveal another striking feature of colloidal glasses; dynamical heterogeneity. Some regions of particles may show very different dynamics as compared to others parts of the same sample, even though they are spatially very close together\textsuperscript{[35]}. Clearly, probing only the macroscopic sample dynamics cannot capture the full complexity that emerges when a suspension enters a glassy phase. These dynamical heterogeneities become stronger as one approaches \( \phi_g \). Dynamical heterogeneity is typically associated with cooperative motion. As the glass transition is approached, the timescale for relaxation is coupled to that of growing length scales of particle clusters which must move in sync in order to accommodate any motion. As the size of these cooperative clusters grows, the barrier for relaxation grows and the sample dynamics slow down\textsuperscript{[36, 37, 38]}. See Fig. 1.5 for a visualization of a cluster of cooperative motion in a suspension of repulsive hard spheres close to (b) and over \( \phi_g \) (c).

The addition of weak attractive forces greatly influences the way these dynamical heterogeneities manifest\textsuperscript{[39]}, as explored in two-dimensional systems exclusively to date. For a repulsive glass in 2D, the cooperative clusters are small and string-like (see Fig. 1.5e) while for an attractive glass in 2D the clusters become much larger and condensed (see Fig. 1.5f). This illustrates just one example of the large differences between these two solid states of repulsive and attractive glasses. However, several key questions remain unanswered about the difference
Figure 1.5: (a) Mean square displacement, $\langle \Delta x^2(\Delta t) \rangle$, for hard sphere suspensions at various volume fractions $\phi$, as indicated in the figure, open symbols show supercooled liquids ($\phi = 0.46$ remains a fluid), closed symbols show glasses. Cooperative clusters showing a strong dynamical heterogeneity for two different samples, (b) shows a supercooled liquid at $\phi = 0.56$, while (c) shows a glass at $\phi = 0.61$. The 5% fastest particles are shown at true size, while all other particles are reduced in size for clarity. (d) Trajectory of a single particle moving for 100 minutes, shows how a particle is trapped in a configurational cage and occasionally hops and shows a quick cage rearrangement. Cooperative clusters illustrating the difference between a repulsive 2D glass (e) and an attractive 2D glass (f), the 10% fastest particles are colored in red and shown at their true size. Data and figures from (a-d) are adapted and reprinted from[36]. Reprinted with permission from the AAAS. Data for (e-f) are reprinted with permission from[39]. Copyright 2011 by the American Physical Society.

between the repulsive and weakly attractive glass. For instance, are attractive bonds alone sufficient to explain dynamical arrest at the attractive glass transition, and can this be extrapolated from the arrest found at much lower $\phi$ at the fluid-gel transition? And how do attractive forces effect the local dynamics in glasses in 3 dimensions, which are known to differ fundamentally from glasses in two dimensions[40, 41]?

In Chapter 3 we provide a detailed experimental investigation at the single-particle scale of this solid-solid transition from repulsive to attractive glasses.
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in 3D. Interestingly, we find a distinct discontinuity in the length scales associated with heterogeneous dynamics, confirming the discontinuous nature of this transition as predicted by theory[31]. Moreover, we provide tentative evidence that the attractive glass transition is a continuous extension of the gel line that starts at lower volume fractions and higher attraction strengths.

1.3 Confined flow of complex fluids

A membrane filtration module consists of many narrow channels, which introduces a complexity beyond the macroscopic level captured by simple fluid dynamic considerations. Thus also here, we adopt a soft matter approach to explore how confinement affects the flow of complex fluids.

Confinement effects can alter the flow behavior of suspensions dramatically. At the macroscopic scale we are used to think about complexity in fluid flows within the framework of turbulence. While turbulence is far from understood[42, 43], it sets the scene for our innate feeling of how fluids should behave. At the microscopic scale, confined flows behave very differently however. First of all, almost always, the flow conditions will meet the laminarity conditions set by a low Reynolds number[44, 45], \( Re \):

\[
Re = \frac{\rho v L}{\eta} \equiv \frac{f_i}{f_v}
\]  

(1.3)

where \( \rho \) is the fluid density, \( v \) the fluid velocity, \( L \) the typical length scale in the system and \( \eta \) the viscosity of the fluid. The Reynolds number gives a balance between inertial \( (f_i) \) and viscous forces \( (f_v) \) and dictates when laminar flow conditions break down. As a rule of thumb, if \( Re \leq 2000 \) flow is considered laminar. Typical flow conditions in strongly confined flows lead to fluid \( Re \) numbers as low as \( 10^{-6} \) to \( \sim 10 \) in special cases[45], thus always well below the laminar-turbulence transition point. From a macroscopic perspective, the absence of turbulence leads to a 'simpler' problem with very well-defined and predictable flow fields. However, as we will also show in Chapter 6, this is not the case when particles in the fluid stream introduce complexity, originating from particle-particle and particle-fluid interactions.

For instance, the introduction of a single constriction in an already narrow
microchannel can have an enormous effect\[46\]. Even weak filtration at the constriction, biasing the passage of fluid with respect to that of particles, leads to a density gradient in the channel enabling structure formation upstream (see Fig.1.6a, top), and subsequent shear melting at the constriction (see Fig.1.6a, bottom). In this particular experiment carried out in earlier work, the transition from crystalline to glassy phases strongly influences the flow behavior of the suspension, as evidenced by the large changes in velocity profiles ($v_x$ as a function of $y$, the width of the channel) found in different parts of the confined geometry (see Fig.1.6b-d). The flow goes from almost pure plug-flow (Fig.1.6b), to almost ideal Poiseuille flow in the constriction (red line, Fig.1.6c) to a typical blunted velocity profile often found for shear-thinning systems such as highly concentrated glassy flows (Fig.1.6d).

In addition to distinct deviations of the average flow profile away from the predictions of fluid dynamics, complexity is also observed in the stability of the flow in time\[47\]. Increasing the confinement ratio, defined as the ratio of channel width to particle size, transforms the stable flow, which exhibits a constant $\langle v \rangle$ in time, to an unstable one in which the velocity exhibits very large fluctuations, with amplitudes that can be as large as the mean $\langle v \rangle$ (Fig.1.6e). These large velocity fluctuations are directly correlated to the local particle volume fraction\[46\] and attributed to the local caging-uncaging of the glassy state and the creation of shear-jammed configurations which can completely block the flow\[48\]. This also causes the formation of distinct flow vortices by the collective rotation of large particle clusters\[49\]. The forces created during confined flows thus act on the natural dynamical heterogeneity of these suspensions at rest, and introduce a complexity akin to turbulence while the fluid flow conditions are strictly laminar.

In the previous section on colloidal glasses (section 1.2) we discussed how, as the glass transition is approached, larger regions of particles must cooperatively move together. Such cooperative motion is exacerbated in confined flows\[49\]. As the volume fraction of the dispersed phase is increased these regions of cooperative motion, their size here denoted as $\xi$, grow strongly as a function of volume fraction (see Fig.1.6f).

These complex phenomena encountered in the flow of dispersions in strong
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confinement can sometimes be used advantageously in separation processes[50]. If the flow conditions ensure a gradient in the shear rate, i.e. the flow conditions deviate from linear simple shear, particle-particle collisions can lead to migration away from the wall[51]. This lateral displacement is ultimately a balance between the randomizing effects of Brownian motion of the particles, such that particle size plays an important role, and the forced migration by shear and can be captured by the dimensionless Péclet number \((Pe)\), defined as[45]:

\[
Pe = \frac{\dot{\gamma}a^2}{D_0} = \frac{6\pi \eta \dot{\gamma} a^3}{k_B T}
\]

with \(\dot{\gamma}\) the shear rate, \(a\) particle radius and \(D_0\) the particle self-diffusion coefficient at rest. For \(Pe > 1\), which is strongly dependent on the particle size, and in the presence of a shear rate gradient lateral displacement can occur. This type of hydrodynamic particle migration is often denoted as shear-induced diffusion[51, 50].

Hydrodynamic particle migration can be used to separate particles that are relatively close in size (size difference of approximately 1 \(\mu m\)) by establishing a concentration gradient in a confined geometry[52]. Typically, a shear gradient applied to a polydisperse or bidisperse suspension leads to an enrichment of larger particles in the center of the channel, where the shear rate is minimal, and the smaller particles enrich to the sides where the shear gradients are stronger (see Fig.1.6g). Such a concentration gradient needs time to develop once the flow is confined (see Fig.1.6h-i), where there is no size segregation at the start of confinement, but a strong concentration gradient develops further downstream[53]. Understanding how the kinetics of this process occur is one of the open challenges in designing migration-based separation processes. To date, the research on shear-induced diffusion has focused on suspensions at relatively low volume fractions (maximum \(\phi \approx 0.38\)), where strong effects due to particle caging are negligible. However, for reasons of energy efficiency it is of great interest to work at as high volume fractions as possible and feasible.

In Chapter 6 we investigate the limits of such shear-induced fractionation by studying highly concentrated suspensions of soft particles, with \(\phi >> 0.64\). We use confocal microscopy to directly visualize the flow of these highly concentrated suspensions and show that even in such concentrated systems fractiona-
tion is still possible and is mediated by the large collective motions of particle clusters described above. This opens the way for large improvements in process efficiency based on shear-gradient particle separation techniques.

The visualization of confined flows is important, as direct microscopic visualization allows us to study these flows at the microscopic scale and gain quantitative understanding of the processes that govern confined flows\cite{54, 55}. Besides dense particle suspensions, another classical example of confined flow of complex fluids involves the flow of two immiscible phases (i.e. water and oil) in a complex geometry. This is encountered during oil recovery, where water is pumped into porous bedrock to displace oil\cite{56}, or during washing, where laundry detergent needs to permeate into the fibers of clothes to displace oily stains\cite{57}. How such displacement occurs, especially in the random structures often encountered in real-world situations is a complex problem that currently is incompletely understood.

In Chapter 7 we establish a microfluidic design to enable the direct visualization of two phase flows in random network geometries at the microscopic scale. We show that by understanding the mechanisms underlying the complex displacement cascade, we can tailor the properties of the displacement phase to result in a much more efficient displacement process.

The visualization of flow fields is vital to understand the underlying mechanisms of the flow of dispersions through complex structures, which will exhibit strong deviations from the Navier-Stokes equations. Flow field mapping is typically performed by adding tracer particles to a fluid stream and the use of particle tracking or velocimetry algorithms to extract local fluid velocities from images recorded of these flows. However, this approach has an evident limitation as the flow geometry must always be much larger than the particles used to visualize the flows. The minimum size of tracer particles for accurate flow imaging is \(\approx 200\) nm, the Abbe diffraction limit\cite{58}, thus placing strict limits on the size of the flow geometry in which flow fields can still be measured.

To break through this barrier, we take the first steps in developing molecular flow tracers, whose inherently small dimensions (of order nm’s) would allow the study of flows even in extreme nanometric confinement. In Chapter 8 we make the first steps towards such a molecular flow sensor based on mechanically-
INTRODUCTION

Figure 1.6: (a) Confocal image of a dense suspension flowing through a constriction. (b-d) Velocity profiles ($v_x$, along the flow direction) as a function of channel width $y$, (a) $v_x$ before the constriction, (b) $v_x$ in the constriction and (c) $v_x$ after the constriction, see text for drawn lines. (e) Velocity, $v$, differences compared to the long-time average velocity $\langle v \rangle$ as a function of time ($t - t_0$) for three different confinement ratios, green is lightly confined, blue intermediate and red is strongly confined. (f) Flow cooperativity length $\xi$ as a function of volume fraction $\phi$ of an emulsion. Squares show a monodisperse emulsion, circles show a polydisperse emulsion. (g) Concentration profile for large particles (circles, 2.65$\mu$m) and small particles (triangles, 1.53$\mu$m) as a function of distance $z_{ref}$ from wall to wall. Development of a concentration gradient in confinement over the height $z$ of a channel, at the start of confinement there is no concentration difference (h), further downstream the gradient becomes fully developed (i) and an enrichment of large particles is evident. Data in (b-d) adapted from[46] with permission of The Royal Society of Chemistry, data in (e) adapted with permission from[47] Copyright 2009 by the American Physical Society, data in (f) adapted by permission from Macmillan Publishers Ltd: Nature[49], copyright 2008, data in (g) from[52], with permission from Springer, data in (h-i) reprinted from[53] with the permission of AIP Publishing.

responsive luminescence, and use single molecule spectroscopy to test and calibrate their functioning. Finally, we provide the first preliminary proof of their
1.4 Pore clogging

So far we have shown how the concept of filter cake and the flow behavior of particles within membrane modules can be mapped onto corresponding soft matter problems. In this section, these two aspects will come together to explore another challenging membrane problem: clogging. Clogging of individual pores is the singular event in which the free passage through a narrow membrane becomes blocked. As individual pores clog, the fluid can still pass but additional particles cannot; as a result, particles will accumulate within the pore and spill over onto the membrane surface where they may form a cake as detailed in section 1.2. In the previous section (section 1.3) we showed how the flow of a suspension within membrane modules can be mapped onto the soft matter problem of confined flow of complex fluids, and how such confinement introduces considerable complexity in the flow of dispersions. Once such a dispersion reaches the membrane surface the case becomes even more complex. Depending on their size, particles can agglomerate at the confinement walls, which leads to clogging (Fig.1.7a and b). Clogging is the primary process that underlies the failure of membranes and is thus of large relevance, but is also crucial in many emerging microfluidic technologies, where the inherently small scales lead to devices prone to clogging.

There are three main mechanisms of clogging, depending on the size of the particle, $a$, the size of the constriction, $W$, and the volume fraction $\phi$ of the particles in the fluid stream[59]. In the situation where $a > W$, such that a single particle will completely block a pore, a process called sieving (Fig.1.8a). When $a < W$ there are two possible mechanisms that can lead to pore clogging. This can either be due to arching, in which multiple particles arrive at a constriction simultaneously and form a configurational arch that blocks further particles from passing (Fig.1.8b). Such arching is mostly observed during flow of granular material or highly concentrated hard sphere suspensions, and these arches often break and reform intermittently causing fluctuations in the flow[61]. Since the
propensity of arch formation by local density fluctuations decreases rapidly with decreasing particle volume fraction, this scenario is only relevant for dense suspensions. However, clogging can still occur when $a < W$ and for more dilute flows due to flow-induced particle-wall and particle-particle aggregation. Where multiple particles adhere to a wall and each other, eventually causing a complete blockade of the flow through a pore (Fig.1.8c).

Flow-induced aggregation involves different factors contributing to the final, clogged state. Particles need to come in close enough contact with each other or the pore wall such that they will stick and aggregate. This probability depends
not only on the hydrodynamic conditions but also strongly on the interactions between particles and the confining walls. How all these factors are interrelated has proven difficult to disentangle and it remains unclear if a generic and scale-bridging approach exists to unify the description of clogging in various scenarios, a topic of active research in the soft matter community[48, 59, 62]. Understanding clogging is made easier by the development of membrane micromodels in microfluidic devices that offer a unique way to study flow-induced aggregation under very well defined conditions[59, 63]. Moreover, such micro-engineered devices also offer a new and quick way to prototype possible new designs which may delay or prevent clogging.

Some examples of microfluidic devices that have been used to study clogging are shown in Fig.1.9a-d[63, 64]. Such devices typically consist of multiple channels in parallel with several constrictions in series along the length of each pore channel. These devices enable a large degree of control for specific parameters and are thus well suited to isolate variables influences clogging. For instance, increasing the particle flux (by increasing the pressure) has been shown to lead to faster clogging[63]. As the pressure increases, the amount of time it takes for the entire device to clog, with \( \alpha \) the ratio of clogged channels, decreases, as shown in Fig.1.9e, where the blue circles are at higher pressures (and thus fluxes) compared to the red diamonds. Based on these results the authors[63] postulate that clogging depends linearly on the flux, since they assume that a critical number of particles \( N^* \) must pass a constriction for clogging to occur. This approach however ignores that shear forces may enhance the aggregation rate, possibly leading to a much steeper dependency on flux.

In Chapters 9 and 10 we verify this hypothesis, derive a theory to explain it and explain how the apparent contradictions across different experimental studies can be understood. Moreover, we show how the geometry of the pores makes a considerable difference in the time to clogging, which we introduce as a geometric consideration into our transition-state theory for clogging.

These microfluidic devices have also been used by others to investigate the effects of larger contaminants on clogging[64]. If these contaminants are much larger than the average particle size, and larger than the pore size, two competing clogging processes are present, i.e. sieving and flow-induced aggregation (see
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Figure 1.9: (a-d) Microscopic images of microfluidic devices used for clogging experiments; (a) shows a particle suspension flowing from left to right, causing particles to clog in the narrow constrictions (see inset, 20 µm minimum width), particle size is 2.9 µm with $\phi = 0.04$, (b) shows a time series of images where the amount of clogged channels increases in time, in this case larger contaminants are present that can cause clogging by sieving, (c-d) show close-ups of such a large contaminant causing a clog at the start of a channel (c) or further inside the microfluidic device (d). (e) The ratio of clogged channels $\alpha$ as a function of time for two different applied pressures ($\Delta p = 14$ kPa for the red diamonds, and $\Delta p = 28$ kPa for the blue circles), the inset shows how the data collapses onto the same curve when normalized by the relative pressure difference. (f) Mean time between two clogging events $\langle t_{clog} \rangle$ as a function of the applied pressure difference, dashed line has a slope of $1/\Delta p$. Data in (a) and (e) are adapted and reprinted with permission from[63], copyright 2006 by the American Physical Society, data in (b-d) and (f) are adapted and reprinted from[64] with the permission of AIP Publishing.

Fig.1.9b for an overview of the microfluidic device, with different pores clogging at different times, and Fig.1.9c-d for two close-ups of large contaminants blocking a pore. Such large contaminants dominate the clogging process, and result in a linear dependence of the time between clogs, $t_{clog}$ and the pressure, which
highlights the complex interplay of many factors influencing clogging behavior.

So far, in almost all microfluidic clogging studies, a so-called dead-end configuration was used, which implies that the entire particle flow passes through the membrane structure. However, in industry, most membrane processes are operated in a cross-flow configuration, where there is an additional flow across the membrane structure to a secondary outlet. A cross-flow configuration is used to promote mass transfer from the membrane surface back into the feed solution in order to extend the operation time of a membrane. Despite its widespread use, the physical mechanisms remain largely unclear.

In Chapter 10 we develop the first cross-flow filtration micromodel, which allows us to investigate the physical mechanisms by which the application of cross-flow reduces the propensity to clogging. Interestingly, we find that the primary rate of clogging of individual pores only depends on the flux through the membrane. The cross-flow however effects the pore-pore communication and leads to a transition from membrane failure by the uncorrelated clogging of individual pores to a cooperative clogging process; we capture this transition by deriving a new dimensionless clogging number that captures the essential physics at a qualitative level.

1.5 Outline

The content of this thesis is schematically illustrated in the overview in Fig.1.2 and Fig.1.10. Here we show how each Chapter is related and how we investigate the three separate themes in this thesis. Below we provide a short summary for each Chapter.

In Chapter 2 we provide a technical overview of the synthesis recipes and strategies used throughout this thesis for the synthesis of colloidal model systems. Concise recipes are provided, along with the design considerations for each of these model systems.

Quantitative, 4D confocal microscopy is used in Chapter 3 to investigate the repulsive-to-attractive colloidal glass transition, and we show the first experimental evidence of a discontinuity in the transition from repulsive to attractive glasses.
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In Chapter 4 we develop a simple model that provides a microscopic explanation for the fragility of colloidal glasses and show how we can use it to describe a wide variety of experimental data from various soft colloidal systems. Our results show how the elastic energy per particle acts as a fragility order parameter, which leads to a universal description of the colloidal glass transition.

Chapter 5 focuses on how soft particles deform in highly concentrated packings. We show that there is a transition where at low packing pressures shape changes dominate the elastic response, where volume changes dominate the response above a critical osmotic pressure. Our results show that both types of deformation (deswelling and facetting) must be considered for an accurate description of concentrated suspensions of soft spheres.

Chapter 6 shows how shear-induced diffusion can still occur in soft particle suspensions that are well above their glass transition and how these are mediated by non-affine flow vortices in a strictly laminar hydrodynamic flow. These results evoke the possibility to design a more efficient separation process by utilising fractionation at very high concentration.

A microchip design to investigate oil displacement in a random porous network structure is presented in Chapter 7. Combined with quantitative, high-speed microscopic imaging we show that by changing the properties of the displacing fluid we can greatly increase the efficiency of the overall displacement.

In Chapter 8 we develop the first molecular flow sensor by combining single-molecule hyperspectral imaging and simulations to show how our molecular force sensors based on semiconducting and luminescent polymers are able to sense stretching forces as low as 100 fN. These results pave the way to visualize flow fields at extreme confinement and the smallest scales.

Membrane pore geometry is the focal point of attention in Chapter 9, in which we show experimentally how the exact geometry of a membrane pore has an enormous influence on the clogging behavior of membrane micromodels. We quantitatively explain our results by developing a model based on transition-state theory, which allows us to predict the geometry dependence, as well as the effect of slight attractive forces.

Chapter 10 expands on the previous chapter, where we investigate the effect of cross-flow, as commonly found in industry, on the clogging rate. We
extend existing models to take into account flow-enhanced agglomeration and show how the primary clogging rate only depends on the flux through the membrane, while cross-flow reduces the effect of communication between neighboring pores.

Finally, in the General Discussion we discuss the implications of this work in a broader context, where we discuss all three major themes separately. We also provide future routes to further develop the work done in this thesis, and wrap up with a final conclusion reflecting on how to move forward.
Figure 1.10: Overview of the different chapters in this thesis.
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Part I

Colloidal Glasses
Sticky Squishy & Stuck
Synthesis of Colloidal Systems

Studying the behavior of dense colloidal systems, both at rest and under flow benefits greatly from quantitative visualization. However, depending on the problem being studied, the requirements for a specific colloidal system can vary greatly. We highlight various synthetic routes towards monodisperse, well-defined colloidal particles which offer control over many important aspects, such as particle size and softness. We provide short recipes for each specific colloidal system and discuss the advantages and limitations of each system.

Manuscript in preparation as:
T. van de Laar, K. Schroën and J. Sprakel: Synthesis of colloidal systems
2.1 Introduction

In this thesis we study the behavior of dense colloidal systems in rest and under flow. To allow for quantitative visualization of these experiments, and to enable tuning of particle size, softness and interactions, synthetic protocols that give us control over these crucial properties are necessary. In this chapter we will detail these synthesis methods for the various colloidal systems used in this thesis.

All these systems have their own advantages and disadvantages, broadly speaking differences can be broken down depending on the technique used to visualize the system. For confocal microscopy refractive index matching between the colloidal particles and the surrounding fluid becomes vital. Differences in refractive index between particles and fluid lead to diffuse scattering, minimizing this difference leads to deeper penetration of light into a sample without optical blurring or loss of intensity, which will result in much higher quality images. In bright-field microscopy, image contrast results from the difference in refractive index between particle and fluid, and thus, a high mismatch is often desired. Matching of density between particles and fluid is important in both cases, as minimizing the effects of gravity is always desired. Tuning both refractive index and density simultaneously for a colloidal system usually requires the use of multiple solvents and a mix of monomers that make up the colloidal particles; and their choice another important parameter when designing a colloidal system. Besides, compatibility with elastomers such as PDMS is crucial when performing microfluidic experiments in such devices, which rules out most organic solvents and may require a different colloidal system to fulfil any index- and density-matching requirements. Finally we make the distinction between homogeneous colloids and core-shell colloids. The main difference between the two systems is the location of a fluorescent dye, while homogeneous colloids will be completely fluorescent, core-shell particles will have a non-fluorescent corona surrounding a fluorescent core. This core-shell architecture allows for even more precise imaging, as the separation distance between the various fluorescent centers is much larger. However, this may come at the expense of fluorescence intensity, as there is less fluorescent label present in such a smaller core, compared to a homogeneously dyed particle.

To achieve monodisperse colloidal particles we use three main routes of poly-
Figure 2.1: Schematic representations of the colloidal particles we use, a) core-shell NIPAm microgels, b) polystyrene microgels, c) PMMA-PHSA hard sphere colloids, d) polystyrene particles and e) tFEMA-tBMA inimer colloids.

merization that are described in more detail in the following sections. All these polymerization techniques are a form of free-radical polymerization, from which we produced the particles schematically depicted in Fig.2.1.

Emulsion Polymerization

Emulsion polymerization starts with an emulsion of monomer, a continuous phase in which the monomer is non-miscible (usually water) and surfactant. Upon injection of a water-soluble free radical agent polymerization is initiated. By contrast to what the name suggests polymerization does not occur in the emulsion droplets (except when talking about mini-emulsion polymerization), but in small micelles formed by the surfactant. Initially, particle nuclei form inside the micellar cores. Subsequently, additional monomer diffuses into these liquid nuclei leading to particle growth. The particle size is determined by the number of nuclei and the amount of monomer available for their growth; the former is controlled by the surfactant concentration, while in general total monomer concentration controls the latter. Emulsion polymerization is suitable for high volume fractions (up to 30 v%), and proceeds to complete conversion over the course of
several hours. In an emulsion polymerization, the particles are stabilized by a combination of the surfactant, adsorbed at the particle-fluid interface, and covalently linked charges resulting from the, often, charged free radical initiator.

Dispersion Polymerization and Precipitation Polymerization

Whereas an emulsion polymerization begins as and remains a two-phase system, the initial states of a dispersion and precipitation polymerization are a homogeneous solution of all necessary ingredients. The reaction is initiated by decomposition of the free radical initiator, often by heat, while light-triggered or redox-active initiators have also been used. Initially, the polymerization results in short oligomers that remain soluble. Once these growing chains reach a critical molecular weight, they become insoluble and precipitate to form the particle nuclei. In a dispersion polymerization, particle stability, which is crucial to avoid aggregation and to obtain well-defined and monodisperse colloids, is provided by the addition of a polymeric stabilizer, often poly(vinyl pyrrolidone), which acts as a chain transfer agent and thus tethers covalently to the colloids. By contrast, in a precipitation polymerization, the stabilizer is formed in situ, e.g. through the addition of charged monomers that remain soluble in the continuous phase throughout the reaction. Since solubility plays such an important role the quality of the solvent is the main control parameter to tune particle size in dispersion- or precipitation polymerization.

2.2 Synthesis

Core-shell NIPAm microgels

Microgels are commonly used as model systems for deformable, soft particles. However, these microgels are usually difficult to visualize as it is challenging to incorporate fluorescent labels properly. We solve this issue by synthesizing microgels with a latex, fluorescent core. Due to their core-shell nature (Fig.2.1a), these microgels are well suited for confocal microscopy experiments. These particles readily form crystals, but due to the large separation distance between the fluorescent cores locating is very straightforward (Fig.2.2c). N-isopropyl-
acrylamide (NIPAm) only shows good solvency in pure water and while scattering from the shell is minimised by homogeneous cross-linking, the same cannot be done for the core. The resulting index-mismatch between solvent and core material can be decreased by switching to different monomers for these cores, i.e. 2,2,2-trifluoroethylmethacrylate (tFEMA) or mixtures including tFEMA, which are preferred since fluorescence performance for the latter particles is usually better. The fluor side groups heavily influence the way fluorescent molecules can stack within the core, the addition of other monomers besides tFEMA will make sure fluorescent molecules are incorporated normally. It is good to mention that this inherent index mis-match somewhat limits the use of these microgel particles, especially in experiments where 3D imaging is important.

Using emulsion polymerization we first synthesize small core particles from various monomers[1]; styrene, 2,2,2-trifluoroethylmethacrylate (tFEMA) or a combination of tFEMA and tert-butyl methacrylate (tBMA) mixed at a 1:1 volume-ratio. In a round bottom flask we mix 13.5 gr monomer, 1.5 gr N-isopropylacrylamide (NIPAm), 0.025 gr sodium dodecyl sulfate (SDS), 50 gr water and a fluorescent dye. We flush the solution with nitrogen for 15 minutes while heating to 75°C, after which we initiate the reaction by the addition of 0.15 gr potassium persulfate (KPS) dissolved in 2 ml water. We let the reaction proceed overnight after which we filter the particles and store them for further use.

We synthesize the microgel shell onto these core particles by seeded precipitation polymerization. This also allows for a direct size control, as the amount of cores will directly determine the size of the final core-shell microgel. To ensure a homogeneously cross-linked shell, which will reduce scattering and improve imaging, we create starved-feed reaction conditions by drip addition of monomers[2], as described below.

We mix 1.17 gr NIPAm, 20 ml water, 10 mg N,N-methylenebisacrylamide and 250 µl acryl acid, this forms our monomer mix. Next we mix 25 ml water, 300 µl core solution (at 25 v%) and 5 ml of this monomer mix in a two-neck round bottom flask. We flush the solution with nitrogen while heating to 80°C under reflux. We initiate the reaction by the addition of 0.02 gr KPS dissolved in 1 ml water. After 4 minutes we start the drip addition of the remaining monomer mix, either from a dripping funnel or via syringe pump, at a rate of 0.35 ml/minute,
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Figure 2.2: a) Latex core size $a_c$ as a function of SDS concentration $c_{SDS}$, for styrene (circles), MMA (squares) and tFEMA (triangles). b) core-shell microgel size $a_T$ as a function of the ratio of monomer to core material $M_m/M_c$, crosslinking density (circles, 1% crosslinker and squares 5% crosslinker) and presence of charged monomer (triangles and diamonds, both with 1% crosslinker and 10% charged monomer, in water and 1 mM NaOH respectively). c) confocal image of a microgel suspension, which shows the clear fluorescent separation. Data in a) and b) adapted from[1].

for 45 minutes. After complete monomer addition we allow the reaction to proceed for an additional 15 minutes. Finally we filter and store these particles at refrigerated conditions. We clean our particles by repeated centrifugation cycles, and suspend them in a 10 mM NaOH solution, to swell these microgels to their maximum degree, $\sim 2\mu$m when fully swollen by solvent.

To control the size of the latex core and the NIPAm shell individually we have two control parameters. In the core synthesis we can use the concentration of SDS as an effective way to tune the size of the core $a_c$, as shown in Fig.2.2a. By varying the ratio of monomer to core material ($M_m/M_c$) during the shell growth step we can tune the size of the shell, i.e. more cores will mean that on average less monomer is available per particle and that thus the shell will remain thinner. Varying the amount of crosslinker in the shell also changes the size (circles and squares, Fig.2.2b), along with the stiffness of the microgel; more crosslinker means a more dense microgel that is generally smaller. A final way to increase the shell size is by the addition of charged monomers like methacrylic acid or acrylic acid, as these groups will cause large electrostatic repulsions when incorporated into the microgel shell (in the presence of 10 mM NaOH to deprotonate the carboxylic acid groups), which will in turn increase the swelling ratio of the shell further (triangles and diamonds, Fig.2.2b).
Polystyrene microgels

Unlike their NIPAm counterparts, polystyrene microgels (Fig.2.1b) show good solvency in a range of organic solvents, which makes them useful as depletants to study the effect of attractive forces on for instance colloidal glasses. Another advantage is that polystyrene microgels can be synthesized in such a way that they contain no residual charges, which eliminates problems due to charge interaction. The microgels can also be completely index matched in a mixture of bromobenzene and iodobenzene, which makes this a suitable system for light scattering experiments. To synthesize polystyrene microgels[3] we dissolve 12 gr of hexadecyltrimethylammonium bromide (CTAB) in 138 gr deionized water. Seperately we prepare a mixture of 15 ml styrene, 75 µl divinylbenzene and 225 mg 2,2-azobis(2-methylpropionitrile) (AIBN). Which is subsequently emulsiﬁed in the surfactant solution, aided by high-intensity ultrasonic treatment to create a stable microemulsion. After mixing we purge the reaction mixture with nitrogen and initiate the polymerisation by heating to 65 °C. The reaction is allowed to proceed overnight. The particles are puriﬁed by precipitation in cold methanol and redissolution in tetrahydrofuran; we repeat this procedure 3 times to ensure complete removal of impurities. The particles are then dried in vacuo. This synthesis results in particles of roughly 10 to 20 nm in diameter, depending on the amount of CTAB added.

Polystyrene particles

Colloidal polystyrene is useful for studies that involve bright/ﬁeld microscopy and micro/ﬂuidics, due to the ease of density matching in solvents (a mixture of water and deuterated water) that work well with micro/ﬂuidic devices made from PDMS. Thanks to the high refractive index-mismatch of polystyrene and these density matching solvents identiﬁcation of changes in local volume frac- tion, for instance when a clog forms, are relatively easy. The high refractive index-mismatch is also this systems biggest weakness, as it is almost impossible to simultaneously index and density-match polystyrene, and this severly limits the use in anything besides bright/ﬁeld imaging.

We synthesize polystyrene particles (Fig.2.1c) by dispersion polymerisation
Figure 2.3: Scanning Electron Microscope (SEM) image of polystyrene particles synthesized by dispersion polymerisation, scale bar indicates 30 μm.

[8]. In 150 ml butanol we dissolve 17 ml styrene monomer, 2.34 gr poly(vinylpyrrolidinone)-k30 (PVP-k30), 0.64 gr dioctyl sulfosuccinate sodium salt (AOT) and 0.170 gr 2,2-azobis(2-methylpropionitrile) (AIBN). After mixing we purge the solution with nitrogen for 20 minutes and subsequently evacuate the round bottom flask. We allow the reaction to proceed overnight at 70°C while tumbling. We clean our particles by repeated centrifugation, draining and resuspension. Finally we can suspend our particles in a density-matching mixture of water and deuterated water. Typical particle sizes for this synthesis are around 3 μm, as shown in Fig.2.3.

The particle size can be easily tuned by selecting a different continuous phase, as the alkane part of the alcohol gets longer (up till pentanol) the solvency of the monomer decreases which will result in larger particles. Changing the solvent from methanol to pentanol results in a factor two increase in size, from 2 μm to 4 μm[8].

PMMA-PHSA hard sphere colloids

PMMA-PHSA hard spheres(Fig.2.1d) can be index- and density-matched simultaneously (in a mixture of cyclohexabromide (CXB), tetralin and decalin), making this system particularly well-suited for 3D confocal microscopy. An additional advantage is that it is extremely well studied and the closest approximation to a
true hard sphere system. However, the solvents needed for index- and density-matching can only be used in combination with glass, which prevents their use in for instance microfluidics made from PDMS. Another problem is that CXB is volatile, which makes sample preparation more complex because CXB evaporation needs to be prevented in order to not change the index- and density-match and possibly the volume fraction.

The crucial first step in synthesizing PMMA-PHSA hard spheres is the correct synthesis of the PHSA comb stabiliser[4]. We start by polymerizing 12-hydrostearic acid (HSA) which forms short chains of poly-(12-hydrostearic acid) (PHSA), by azeotropic condensation of HSA in toluene. A typical reaction starts by refluxing 47.9 gr HSA (technical grade), 0.12 gr methane sulfonic acid and 8.6 gr toluene at 150°C overnight. To collect the condensation water, and thereby follow the condensation reaction we use a Dean-Stark apparatus (15 ml size), to which an additional 12 ml toluene is added in the Dean-Stark leg. To achieve typical chain lengths of 4 to 5 monomers, which leads to optimal stability in subsequent steps [4], we collect ∼1.5 ml of water for a reaction of this size. To remove all water we add 20 ml toluene at the end of the reaction and azeotropically distill 15 ml of the added volume.

To functionalize the PHSA from step 1 we react it with glycidyl methacrylate (GMA) to form a methacrylated end-group on the PHSA. We take 49.5 gr PHSA from the previous step and mix this with 46.7 gr toluene, 0.054 gr tert-butyl catechol, 0.134 gr N,N-dimethyldodecylamine and 5.871 gr GMA. We reflux this mixture at 150°C for 7 hours.

In the final step of the stabilizer synthesis we graft these short PHSA chains to a polymethacrylate backbone. First we mix 49.2 gr functionalised PHSA from step 2 with 22.44 gr methyl methacrylate (MMA), 2.50 gr GMA and 0.4 gr 2,2-azobis(2-methylpropionitrile) (AIBN). We add this mixture to a refluxing mixture, at 110°C, of ethyl acetate (EA, 17 gr) and butyl acetate (BA, 8.5 gr) using a syringe pump, at 0.45ml/min for a total addition time of 3 hours. We allow the reaction to proceed for an additional 2 hours, after which we add 0.19 gr AIBN in 2 gr EA and 1 gr BA. After another 2 hours we inject a similar portion of AIBN. Finally we dilute with 26.56 gr EA and 13.28 gr BA and allow the reaction to proceed for another 15 hours. After cooling, the mixture is used directly as a
stabiliser during the synthesis of PMMA-PHSA hard spheres.

To synthesize colloidal PMMA particles we mix 49 gr MMA, 1 gr methacrylic acid, 29.8 gr hexane, 14.3 gr mineral oil and 10 mg Nile Red dye in a 250 ml round bottom flask. We add a magnetic stir bar and stir until the dye has dissolved. Finally we add 5 gr of the stabiliser, 0.39 gr AIBN and 0.3 gr 1-octanethiol. We allow the reaction to proceed under reflux at 80°C for 2 hours while stirring slowly. We filter the resulting particle suspension and wash the particles by repeated centrifugation. To index and density match our particles we suspend them in a mixture of cyclohexyl bromide (CXB), decalin and tetralin (roughly 80/5/15 vol%) and add 200 nM tetrabutylammonium bromide to ensure hard-sphere interactions[4, 5, 6, 7].

The major advantage of this synthesis method is that it yields highly monodisperse particles (Fig.2.4) if the stabiliser is synthesized well. Sizes can be controlled directly by varying the amount of monomer added in the final step, going from 35% to 55% monomer leads to particles ranging between 200 nm to just under 3 µm respectively[6]. However, the stabiliser synthesis itself is non-trivial and while a proper stabiliser will yield highly monodisperse particles, a poor stabiliser will only yield undesired highly polydisperse particles.
tFEMA-tBMA-inimer colloids

As an alternative to the hard sphere PMMA system that is compatible with PDMS microfluidics we synthesize particles (Fig.2.1e) by copolymerizing two monomers, tBMA and tFEMA at a volume ratio of 72:28, by dispersion polymerization[9]. These particles can be index- and density-matched in solvents compatible with PDMS (mixtures of both water and 2,2'-thiodiethanol and sulfonone and formamide work very well), the solvents are also non-volatile, which simplifies sample handling. By incorporating a reactive group for Atom Transfer Radical Polymerization (ATRP) we can modify the surface of our particles after the initial synthesis, which allows us to greatly increase the stability and tune any desired surface interactions[9]. It is possible to synthesize these particles in two ways; homogeneously fluorescently labeled and with a core-shell architecture. We first describe the homogeneous case, as the core-shell version of these particles only requires a small variation of this standard recipe.

A typical synthesis proceeds as follows: we mix 90 ml MeOH, 10 ml water, 2.8 ml tFEMA, 7.2 ml tBMA, 4 gr PVP-k30, 100 mg AIBN and 250 µl PEG-inimer (a low molecular weight PEG chain with a methacrylate on one end and a 2-(2-bromoisobutyloxy) ethyl group for ATRP synthesis on the other side) in a round bottom flask and purge with nitrogen for 20 minutes. We evacuate the flask before tumbling the solution overnight at 55°C.

To modify the surface of our particles using ATRP we add to a round bottom flask 67 ml water, 67 ml formamide, 5 gr 3-sulfopropyl methacrylate potassium salt (SPMA), 2.5 gr N,N-dimethylacrylamide (DMA), 245 µl 1,1,4,7,10,10-hexamethytriethylenetetramine (HMTETA), 50 mg Cu(II)Cl₂ and 100 µl methyl 2-bromopropionate, which acts as a sacrificial initiator during the ATRP reaction to control the chain lengths of polymer created on the surface of a particle. To this mixture we add the unwashed particle suspension from the previous step. We purge the entire mixture while stirring for several hours to completely remove any oxygen. We initiate the ATRP reaction by adding 45 mg Cu(I)Cl and allow the reaction to proceed overnight at room temperature.

After surface modification we add a fluorophore to the particles by swelling. We create a mini-emulsion of 3.5 gr toluene (with 10 mg fluorophore) in 32 gr of water using 700 mg Pluronic F127 by high-shear mixing and ultrasonic
treatment. We add this mini-emulsion to the particle suspension and allow the particles to swell and take up fluorophore for 5 hours. We flush the suspension with nitrogen at 50°C overnight to completely remove all toluene.

Particle sizes can be tuned by changing the ratio between solvents or changing the solvent type during synthesis, as shown in Fig. 2.5a. This synthesis method yields highly monodisperse and highly fluorescent particles, as shown in Fig. 2.5c.

To synthesize core-shell particles we first synthesize particles using SPMA as a stabilizer instead of PVP. In this case we control particle size by changing the amount of monomer present, instead of varying the co-solvent ratios, as shown in Fig. 2.5b. A typical core synthesis proceeds as follows: we mix 80 ml MeOH, 22 ml water, 2.8 ml tFEMA, 7.2 ml tBMA, 0.11 g of SPMA, 0.1 ml of inimer, 0.1 ml of ethylene glycol dimethacrylate (EGDMA), a fluorescent monomer, like rhodamine B-methacrylate and 0.1 g AIBN. We heat the mixture to 80°C and reflux the mixture for 5 hours. We can then use these fluorescent cores for a seeded dispersion polymerization step, using the recipe described earlier for our homogeneously fluorescent particles with PVP. The thickness of the shell can be precisely controlled by the amount of cores added to the shell growth step[9].
To simultaneously index- and density-match these particles we suspend them in a 30/70 v% mixture of water and 2,2'-thiodiethanol. To screen electrostatic interactions we add 10 mM NaCl.

Conclusion

By having a broad spectrum of synthesis methods available we can make a wide range of colloidal particles. This gives us a versatile toolbox to study various problems in soft matter physics while utilising a range of different techniques. In the following chapters all of the mentioned colloidal systems are utilised, by fine-tuning them to the specific experiment. Creating a working experimental system however, is only the first step and the following chapters will focus on the scientific questions that these experimental systems help to answer.

References

Sticky Squishy & Stuck
Discontinuous Nature of the Repulsive-to-Attractive Colloidal Glass Transition

In purely repulsive colloidal systems a glass transition can be reached by increasing the particle volume fraction beyond a certain threshold. The resulting glassy state is governed by configurational cages which confine particles and restrict their motion. A colloidal glass may also be formed by inducing attractive interactions between the particles. When attraction is turned on in a repulsive colloidal glass a re-entrant solidification ensues. Initially, the repulsive glass melts as free volume in the system increases. As the attraction strength is increased further, this weakened configurational glass gives way to an attractive glass in which motion is hindered by the formation of physical bonds between neighboring particles. In this Chapter, we study the transition from repulsive-to-attractive glasses using three-dimensional imaging at the single-particle level. We show how the onset of cage weakening and bond formation is signalled by subtle changes in local structure. We then demonstrate the discontinuous nature of the solid-solid transition, which is marked by a critical onset at a threshold bonding energy. Finally, we highlight how the interplay between bonding and caging leads to complex and heterogeneous dynamics at the microscale.

This chapter was published as:
3.1 Introduction

The vitrification of colloidal hard spheres is accompanied by a rapid rise in structural relaxation time when the particle volume fraction $\phi$ is increased in proximity of the glass transition at $\phi_g \approx 0.58$. The reduction in free volume at these densities leads to the emergence of configurational cages in which particle motion is restricted by neighbouring particles [1, 2, 3]. The introduction of short-ranged attractive interactions to a hard sphere suspension in the supercooled regime leads to a departure from this well-established caging picture [4, 5, 6]. Low attraction strengths, $U \approx k_B T$, give rise to weak clustering which increases the local free volume and melts the glass [7, 4]. Upon increasing the strength of attractive interactions, physical bonds between neighboring particles form, whose lifetime grows with attraction strength [8]. This causes a re-entrance into a bonding-dominated glassy state whose properties are distinctly different from the repulsive glass [9, 10].

In dilute suspensions of colloids, short-ranged attractions lead to phase separation and kinetic arrest. This result in the formation of a highly heterogeneous solid state; the colloidal gel [11, 12, 10]. It has been proposed that the gel line in the $(U, \phi)$-plane of the suspension phase diagram extends to the supercooled regime and causes the re-entrant transition to an attractive glass [7, 4, 6, 13]. Nonetheless, several key questions about the nature of this solid-solid transition between two very different amorphous states remain unanswered.

For example, what is the nature of dynamical arrest at the onset of the attractive glass transition? In repulsive systems arrest occurs by the formation of confining cages which slow down particle self-diffusion in proximity of the glass transition $\phi_g$. Even though the decrease of particle mobility is steep, the transition is continuous as the system remains ergodic up to, and beyond, $\phi_g$[14]. By contrast, the gel point in dilute suspensions of attractive colloids is characterised by both structural and dynamical signs of a critical percolation transition[15, 11, 12]. Finally, in colloids which bond with a well-defined valency, yet another scenario is reported, where the glass transition exhibits Arrhenius behavior with a relaxation time $\tau \propto \exp \left( U / k_B T \right)$ and no critical onset [16]. This raises the question how a dense suspension of particles undergoes a transition to an attractive glass, where bonding forces rule, but remnants of configurational cages
RESULTS & DISCUSSION

persist. Moreover, our understanding of how interactions influence the spatial homogeneity of local dynamics in three-dimensional glasses is incomplete. For purely repulsive system the length scale associated with dynamical heterogeneity is known to grow strongly upon increasing the particle volume fraction[17]. For two-dimensional glasses, experiments have shown a transition from string-like cooperative motion for repulsive particles, to condensed islands of larger mobility at moderate attractions[8]. However, it was recently established that there are distinct differences in the glass transition in two and in three dimensions [18]. It thus remains a challenge to establish the transitions in global and local dynamics occurring during the attractive glass transition in three dimensions.

In this Chapter we use three-dimensional confocal fluorescence imaging to explore the nature of the transition from repulsive to attractive colloidal glasses upon introducing weak bonding interactions. We show how small changes in local structure signal the onset of bond formation. This results in a critical on-set for the attractive glass. At the edges of the intermediate supercooled liquid state, we find a distinct discontinuity in the length scale associated with heterogeneous dynamics. Our results evidence the proposed connection between gels and attractive glasses[10, 13], and shed new light on this transition between two disordered solids governed by different microscopic physics.

3.2 Results & Discussion

We study a glass of colloidal hard spheres in a solvent mixture that closely matches the density of the particles; this allows us to study equilibrium bulk behavior in absence of gravitational stresses. In this solvent mixture, also the refractive index of the fluorescent colloids is matched, enabling us to look deep inside the suspension with confocal fluorescence microscopy. The suspensions consists of a bidisperse mixture, with particles of $a_A = 0.89$ and $a_B = 1.23 \, \mu m$, to avoid crystallisation even after prolonged equilibration. We note that we do not observe decoupling between the diffusivity of the two sizes for this size ratio [19]. The sample bidispersity completely prevents local crystalline order. To introduce attractive interactions we add polystyrene microgels to the suspension ($a_{\mu g} = 21 \, nm$), which induce a depletion attraction between the larger
Figure 3.1: Pair correlation functions as a function of attraction strength, with (bottom to top): $U/k_B T = 0, 0.8, 2.5, 3.1, 4.6, 5.2, 6.7$ and $8.3$. Curves have been offset vertically for clarity. Dotted lines indicate bonding distances between $AA$, $AB$ and $BB$ pairs in the bidisperse glass.

colloidal hard spheres[20]. The depth of the attractive minimum due to the depletion of the larger hard spheres by the smaller microgels is approximated as $U/k_B T \approx \frac{3}{2} \frac{a_L}{a_S} \phi_S[20]$, where $\frac{a_L}{a_S} = \frac{1}{2}(a_A + a_B) \approx 50$ is the size ratio of hard spheres to depletant and $\phi_S$ the volume fraction of polystyrene microgels, which we determine by capillary viscosimetry.

Structure

The purely repulsive glass exhibits a liquid-like pair correlation function $g(r)$ that is devoid of any signs of long- or medium-ranged order (Fig.3.1). This illustrates how the binary size ratio we use here thus frustrates the system such that ordering is prevented completely. The global shape of the pair correlation function is unaffected by increasing the interparticle attraction energy (Fig.3.1). However a subtle change in the nearest-neighbor peak is observed when interparticle attractions become significant. As $U$ increases, bonds between neighboring particles form, which gives rise to a distinct fine-structure in the first peak of $g(r)$. Since the sample is composed of two distinct populations, three sub-peaks emerge indicative of $AA$, $AB$ and $BB$ bonds (dotted lines Fig.3.1). Thus, while weak attraction does not change the global structure of the glass, subtle changes
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**Figure 3.2:** Mean-squared displacements $\langle \Delta r^2(\Delta t) \rangle$ for all attraction strengths and b) The same mean-squared displacements superposed onto a single master curve, symbols and colors are similar for both figures. c) Shows shift factor $1/a$ as a function of $U$: solid line is a fit to the data with $1/a \propto (U - U_c)^v$, dotted line is a guide to the eye.

... occur at the nearest-neighbor level.

**Global dynamics**

To explore how these changes in local structure affect the global dynamics of the glass we calculate the ensemble-averaged mean-squared displacement $\langle \Delta r^2 \rangle$. For the repulsive glass we find the characteristic short-time cage rattling motion leading into a caging plateau and the subsequent upturn towards long-time diffusion at longer times due to cage breaking (Fig.3.2a). For weak attractions, $U < 3 k_B T$, $\langle \Delta r^2 \rangle$ shifts upwards signaling the gradual "melting" of the glass. Upon crossing a threshold attraction strength $U \approx 3 k_B T$, corresponding to where bonding peaks emerged in the $g(r)$, $\langle \Delta r^2 \rangle$ strongly decreases with increasing attraction strength as the system enters the attractive glassy state (Fig.3.2a). This re-entrance was observed previously in both hard spheres[7, 8, 21] and microgels [4].

The structural relaxation time cannot be easily extracted directly from confocal microscopy experiments as we only have access to a limited range of lag times. We therefore rescale the mean-square displacements to a master curve, in analogy to the time-temperature superposition principle used for the rheology of molecular and polymeric glass formers[22].

We find a good collapse of the mean-squared displacements for time scales
which are associated with cage- or bond-breaking and translational diffusion (Fig.3.2b). This suggests a universal shape of the mean-squared displacements for these processes, with an observation window depending only on the ratio of experimental time versus the characteristic time scale for a particle to escape its neighbors. However, the rescaling does not collapse the short time dynamics. In this regime particles perform vibrations within a repulsive cage, or confined by attractive bonds; these dynamics depend mainly on the curvature of the confining potential rather than its absolute depth, and on the number of bonded neighbors.

We can now evaluate the attraction strength dependence of the shift factor $a$ for the lag time axis, which relates to the structural relaxation time of the sample as $\tau \sim 1/a$ (Fig.3.2c). The liquefaction of the repulsive glass, which results from a rise in free volume due to clustering, can be clearly observed at low $U$. The relaxation time decreases very strongly close to an attraction strength $U \approx 3.5k_B T$ where the glass melts, suggesting a steep dependence of particle diffusivity on free volume in proximity to the glass transition. This is also manifested by the fragility of the hard sphere glass transition along the $\phi$ axis[14].

On the attractive side of the re-entrance $U > 4k_B T$, we see a strong rise in relaxation time, increasing by more than 3 orders of magnitude over a small range of $U$ (Fig.3.2c). In dilute suspensions, the dynamics and mechanics are established to exhibit a critical scaling at the onset of gelation. Also for the attractive glass transition we study, this scenario holds: our data is well described by the critical power-law $\frac{1}{a} \propto (U - U_c)^v$, with $U_c = 3.9 k_B T$ the critical attraction strength for the onset of bonding-dominated arrest and $v = 4$ the critical exponent. This provides direct experimental evidence for the theoretical prediction that bonding-dominated arrests, whether it is gelation at low volume fractions or vitrification at high volume fractions, occurs by crossing a universal gel line that traverses the $(U, \phi)$-plane of the suspension phase diagram.

Local & heterogeneous dynamics

Both the average global structure and dynamics display a distinct transition from a caging-dominated glass to a solid state governed by particle bond formation. We proceed by investigating dynamics at the local, single-particle, scale. We com-
Figure 3.3: a) Non-gaussian parameter $\alpha_2(\Delta t)$ for the repulsive glass ($U = 0 k_B T$, circles), the supercooled liquid ($U = 2.5 k_B T$, triangles) and attractive glass ($U = 8.3 k_B T$, squares), b-d) show corresponding particles displacement probabilities $P(\Delta r, \Delta t)$ for $\Delta t = 0.5 \text{ s}$ (circles) and $t = t^*$ (squares). Lines are fits to Gaussian (blue) and exponential distributions (red and black) as discussed in the text.

compute the Gaussianity of the particle displacements $\Delta r$ by means of the often used non-Gaussian parameter $\alpha_2 = \langle (\Delta r)^4 \rangle / (3 \langle (\Delta r^2)^2 \rangle)^{1/2} - 1$. For the repulsive glass $U = 0$, we find strongly heterogeneous dynamics peaking at a characteristic time $t^* \approx 66 \text{s}$ (Fig.3.3a). The corresponding displacement distributions $P(\Delta r)$ show largely Gaussian behavior for short times $t \ll t^*$ and a characteristic Gaussian distribution with exponential tails at $t^*$ (Fig.3.3b)[17]. As the glass melts, the dynamics become significantly more homogeneous, with $\alpha_2$ becoming much smaller over the entire range of time scales explored (Fig.3.3a). Also the displacement distributions become more Gaussian, while exponential tails persist at the largest $\Delta r$ (Fig.3.3c); indicating that due to the high $\phi$ in our experiments, the glass melts into the strongly supercooled regime, which still exhibits signatures of glassy dynamics.
In the attractive glass, the heterogeneous dynamics are most pronounced; $\alpha_2$ is finite and large across the entire spectrum, even for the shortest lag times we explore (Fig.3.3a). Inspection of $P(\Delta r)$ shows two distinct populations at the shortest lag times $t = 0.5s$. We observe a narrow Gaussian mode of small displacements, which we attribute to bond vibrations, and an exponential relaxation mode, due to intermittent debonding-induced local translation within configurational cages. These motions extend to somewhat larger distances, but do not exceed the typical size of the cages (Fig.3.3d). As thermally-activated bond breaking is a Poisson process, even at the short times both bonded particles and those that have debonded and diffuse within a configurational cage must be present. At larger times $t = t^*$, a second exponential relaxation mode becomes apparent, which results from particles which both debond and escape their configurational cages, which eventually leads to long-time translational motion. While the attractive glass transition is dominated by attractive bonds, the remnant of cages remain noticeable in the local glass dynamics, giving rise to complex relaxation dynamics. This is also reflected in the non-linear rheology of attractive glasses, which exhibit two distinct yielding processes associated with bond- and cage-breaking[9, 10].

Finally, we evaluate the spatial homogeneity of these multiple populations which coexist within the glass adopting the approach described previously [17]. We first identify the particles with the largest displacements at $t^*$. We select the 10% fastest particles, averaged over the entire length of the experimental observation. This means, that within each frame the number of fast particles can vary substantially. Clusters of these “fast” particles are determined based on proximity, allowing us to measure their size $N$. In all cases, a large amount of isolated fast particles, $N = 1$ are observed. To visualise the extent of clustering, we reconstruct our three-dimensional experimental data by showing “fast” particles part of a cluster with $N > 2$ at true size and all others at reduced size for visibility.

While the purely repulsive glass displays several large, spatially extended clusters (Fig.3.4c), particle dynamics appear more homogeneous for systems deep within the attractive glass regime (Fig.3.4d). Indeed, the cluster size distributions $P(N)$ show a subtle change in the probability of finding large clusters; with the repulsive glass being more prone to exhibiting spatial heterogeneity involving
many particles (Fig.3.4c). We note that, \( P(N > 2) \) at all attraction strengths, is well described by an exponential decay (dotted lines in Fig.3.5a), indicative of a characteristic length scale associated with these heterogeneous dynamics.

As a measure for the spatial extent of clustering we measure the time-averaged size of the largest cluster in our field of view \( \langle N_{max} \rangle \). This clearly reveals a discontinuity, as predicted by mode-coupling theory, at the transition from repulsive to attractive glass[6]. The characteristic cluster size vanishes as the re-
Figure 3.5: a) Probability distributions of cluster sizes $P(N)$ for the repulsive (circles) and attractive glass (squares), corresponding lines show fits to an exponential distribution. b) Maximum average cluster size $\langle N_{\text{max}} \rangle$ as a function of $U$. Solid lines indicate the discontinuity at $U_c$ (dotted line). c) Distribution of the lifetime of a particle in a connected cluster of fast particles $P(\tau_{\text{cl}})$, for repulsive (circles) and attractive glasses (squares) and the re-entrant liquid (triangles). Solid line is a powerlaw fit, dotted line an exponential distribution.

Repulsive glass melts towards $U_c$, whereas the same measure diverges when $U_c$ is approached from the attractive side (Fig.3.5b).

These clusters of fast particles that are characteristic of heterogeneous dynamics in supercooled liquids emerge within the amorphous solid due to subtle differences in local structure. As collective thermal fluctuations continuously randomize the local surroundings of each particle, we may expect these clusters to be transient and dissolve and emerge throughout the solid as time proceeds. We compute the average life time $\tau_{\text{cl}}$ that a single particle is connected to a cluster as a proxy for the cluster dynamics. Interestingly, we find a distinctly different behavior in the re-entrant liquid as compared to the glassy phases. In the liquid, the cluster lifetime decays exponentially, with a characteristic decay time $\tau_{\text{cl}}^* \approx 5$ s, which corresponds roughly to the Brownian time scale of the particles (triangles in Fig.3.5c). Simple diffusion thus governs the cluster dynamics in the liquid as expected. However, in the glassy state, the exponential decay gives way to a powerlaw probability distribution (circles and squares in Fig.3.5c). This indicates that there is no longer a characteristic time scale for transient cluster dynamics. This suggests that not only the structure of these clusters is fractal[17] but that their scale-free nature extends to their dynamics. Surprisingly, this met-
ric does not show any difference between the repulsive and attractive glasses. We speculate that the emergence and dissolution of the "fast" clusters is governed by very small and local positional fluctuations of the particles. The short-time dynamics of the colloids in the glass are relatively unaffected by attraction strength, as compared to the long-time diffusive behavior which shows a strong dependence on the particle interactions (Fig.3.2).

Conclusion

These results show how small changes in local structure, signalling the onset of bond formation, give rise to large changes in global and local particle dynamics when a repulsive glass transforms into an attractive glass. The attraction-induced melting of the repulsive glass shows strong similarities to its behavior at $U = 0$ with changing $\phi$. By contrast, the emergence of the attractive glass is strongly bonding-driven, exhibiting a distinct critical onset as the suspension crosses the gel line. Within the attractive glass dynamics are revealed to be complex, with different modes of relaxation acting simultaneously. Our results highlight the different microscopic physics which govern repulsive and attractive glasses and shed new light on the competition between bonding and caging at the boundary between these two different amorphous solids.

Methods

Colloidal glasses

We study a colloidal glass of fluorescent poly(methyl methacrylate) particles, stabilised by poly(hydroxy-stearic acid). The particles are synthesized following established protocols[23, 24] and labelled with the dye Nile Red. After cleaning by repeated washing against hexanes, the particles are suspended and equilibrated in an index- and density-matching mixture of cyclohexyl bromide, decaline and tetralin. To ensure hard-sphere like interactions, we add 260 nM tetrabutylammonium bromide to screen residual charge interactions[25]. We use a bidisperse mixture of particles with radii $a_A = 0.89$ and $a_B = 1.23 \mu m$ radius to avoid crystallisation even after prolonged equilibration. At this size ratio we do not observe decoupling between the diffusivity of the two sizes[19]. Quantifying the
exact value of the volume fraction of concentrated suspensions is notoriously difficult especially for bidisperse mixtures\cite{25}; we determine the effective volume fraction at $\phi \approx 0.57$ by sedimenting a diluted stock and assuming a random close packed sediment at $\phi \approx 0.65$. In all our experiments $\phi$ is kept strictly constant such that errors in determining $\phi$ do not lead to systematic error in our analysis.

Depletion interactions are induced by addition of polystyrene microgels, synthesized as following\cite{27}. In brief: 12 gr of hexadecyltrimethylammonium bromide (CTAB) is dissolved in 138 gr deionized water. In a separate flask, we prepare a mixture of 15 ml styrene, 75 $\mu$l divinylbenzene and 225 mg 2,2-azobis(2-methylpropionitrile) (AIBN). We subsequently emulsify the styrene mixture in the surfactant solution, aided by high-intensity ultrasonic treatment to create a stable microemulsion. After mixing we purge the reaction mixture with nitrogen and initiate the polymerisation by heating to 65 °C. The reaction is allowed to proceed overnight. The particles are purified by precipitation in cold methanol and redissolution in tetrahydrofuran; we repeat this procedure 3 times to ensure complete removal of impurities. The particles are then dried in vacuo. The resulting polystyrene microgels exhibit a hydrodynamic radius of $a_{\mu g} = 21$ nm in the solvent mixture described above.

Confocal microscopy

The samples are loaded into hermetically sealed glass sample chambers; after equilibration for at least several hours, images are recorded using a Visitech VT-infinity3 equipped with a Hamamatsu ORCA Flash 4.0 camera. For each sample we acquire 5000 three-dimensional image volumes of 52x52x22 $\mu$m at 2 stacks/s. From these data, particle coordinates are extracted in three-dimensions and time using established routines\cite{28} with a spatial resolution of 30 nm in $xy$ and 60 nm in $z$.
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Chapter 4

Fragility and Strength in Nanoparticle Glasses

Glasses formed from nano- and microparticles form a fascinating testing ground to explore and understand the origins of vitrification. For atomic and molecular glasses, a wide range of fragilities have been observed; in colloidal systems these effects can be emulated by adjusting the particle softness. The colloidal glass transition can range from a super-exponential, fragile, increase in viscosity with increasing density for hard spheres to a strong, Arrhenius-like, transition for compressible particles. However, the microscopic origin of fragility and strength remain elusive, both in the colloidal and the atomic domain. In this Chapter, we propose a simple model that explains fragility changes in colloidal glasses by describing the volume regulation of compressible colloids in order to maintain osmotic equilibrium. Our simple model not only provides a microscopic explanation for fragility, but we show that it can describe experimental data for a variety of soft colloidal systems, ranging from microgels to star polymers and proteins. Our results highlight that the elastic energy per particle acts as an effective fragility order parameter, leading to a universal description of the colloidal glass transition.

This chapter was published as:
4.1 Introduction

Suspensions of colloidal hard spheres vitrify when the particle volume fraction $\phi$ is increased beyond the colloidal glass transition, often identified to occur at $\phi_g \approx 0.59$ [1, 2]. Upon approaching the glass transition, the structural relaxation time of the suspension $\tau$ grows rapidly and fingerprints of the glassy state emerge, such as heterogeneous dynamics [3, 4, 5], long-lived local structures [6, 7] and percolating networks of mechanically bonded neighbors [8, 9]. Mode coupling theory (MCT) [10] has been successfully used to demarcate the transition from freely flowing fluid to a glassy state at $\phi_g$. On the other hand, experiments suggest that this colloidal glass transition does not involve ergodicity breaking as predicted by MCT, but that this occurs only at slightly higher volume fractions [11].

For molecular and polymeric glasses, Angell proposed a classification scheme depending on how steeply the liquid viscosity $\eta$ rises as the glass transition temperature $T_g$ is approached [12]. When $\eta$ shows a very steep, super-exponential increase with $T/T_g$, the glass is denoted as "fragile". By contrast, when $\eta$ grows more gradually, following an exponential Arrhenius-law, the glass is classified as "strong". In other words, in a fragile glass former, even small changes in temperature can have dramatic effects on the liquid viscosity; the viscosity is more robust to small temperature fluctuations in a strong glass.

In suspensions of nanoparticles or colloids, the phase behavior of the system is governed by the volume fraction rather than temperature. For hard spheres, the structural relaxation time $\tau$, which is proportional to the suspension viscosity, rises superexponentially as the volume fraction approaches its glass transition point $\phi_g$. As a result, the hard-sphere glass can be classified as fragile, in analogy with the concept of fragility and strength for glasses formed by atomic, molecular or polymeric building blocks [12].

Also soft and compressible particles, such as microgels [13, 14, 15], star polymers [16, 17] and even globular proteins [18, 19] and cells [20, 21], exhibit a glass transition when their packing fraction approaches a critical value. However, for many of these soft systems, the fragile transition gradually gives way to a much weaker and exponential growth of the relaxation time $\tau \propto e^{\phi/\phi_g}$ [13, 20], resembling strong, Arrhenius, glasses in the molecular realm [12]. In particular
for sufficiently soft microgels, ultrasoft polymer stars and suspensions of cells, a pure Arrhenius behavior has been observed experimentally [13, 16, 17, 20].

This raises the intriguing possibility that the entire range of fragility and strength known to exist for molecular systems, may be explored by studying glasses of colloids with varying softness. For example, for microgel suspensions it has been demonstrated that a transition from fragile to strong glass forming behavior could be induced solely by changing the elasticity of the individual particles. Clearly, a connection must exist between the elasticity at the scale of a single particle, and the nature of the glass transition at the macroscopic scale. For metallic glasses, such a connection was recently established quantitatively in which the "softness" of the interatomic repulsions acts as a tuning fork for fragility [22, 23]. However, such a framework does not yet exist for glasses formed from nanoparticles and colloids. As a result, a universal description of the glass transition that explains the origins of fragility and strength has to date remained unavailable.

In this chapter we propose a description for the microscopic mechanism of fragility transitions in glasses of compressible colloids, based on the regulation of osmotic equilibrium. Using a simple phenomenological model we show how apparent changes in fragility can arise when the particle softness is varied. We find that the elastic energy per particle acts as an effective order parameter for the fragility of the glass transition. A qualitative comparison of our model with experimental data suggests that a fragile-to-strong transition can be induced not only by increasing particle softness, but also by decreasing the particle size. Our results provide a framework to explain the underlying mechanisms that control the nature of the glass transition in a variety of colloidal systems.

4.2 Theoretical framework

In most experiments with purely repulsive colloidal suspensions, the phase behavior is controlled by the particle volume fraction \( \phi \). For hard and incompressible colloids, the state parameter is unambiguously defined as \( \phi = \frac{n}{3} \pi a^3 \), where \( n \) is the number concentration of particles with radius \( a \). For compressible particles however, defining the real particle volume fraction is more difficult. As \( n \) i-
creases, the osmotic pressure of the bath, comprised of all particles immersed in their solvent, grows. To maintain osmotic equilibrium, compressible particles, which are equilibrated with their surroundings, must increase the pressure in the particle interior. This is accomplished by their deswelling, which increases the internal osmotic pressure of the polymer network.

Due to this osmotic equilibrium, the volume of compressible particles is not constant but becomes a function of $n$ and as such the linear relation between number density and volume fraction is lost. The osmotic deswelling of individual compressible nano- and microparticles has been studied in detail previously[24, 25, 26, 27, 28, 29]. In experiments on microgels, the particle volume fraction is typically measured in dilute conditions and extrapolated to the concentrated regime. This extrapolated packing fraction, which is the experimental control parameter being used, is defined as $\zeta = n^{\frac{4}{3}} \pi a_0^3$, with $a_0$ the particle size at infinite dilution $\phi \to 0$.

Notably, $\zeta$ is linear in $n$, but not in $\phi$[30]; for highly compressible particles, such as soft microgels, $\zeta$ may thus increase well beyond unity when $a \ll a_0$. Due to the non-linearity between $\zeta$ and $\phi$, this discrepancy cannot be resolved by normalising $\zeta$ to a characteristic state point in the particle phase diagram, for example the freezing point or glass transition. To resolve this, we propose a simple qualitative model that accounts for osmotic shrinkage of compressible particles upon approaching their glass transition. Previously, osmotic shrinkage of compressible spheres has been postulated to lead to the lack of a glassy state altogether[31] but a direct link to changes in glass fragility has not been established.

We model colloidal spheres, with equilibrium radius $a(\phi \to 0) = a_0$, where the internal volume fraction of osmolyte $\phi_p = \phi_{p,0}$. For example for microgel colloids, or polymer stars, $\phi_p$ represents the volume fraction of polymer segments within the particle. The microscopic details of the internal equation of state, which governs the balance between osmotic and elastic pressure within a particle, $\Pi_{in}$, vary greatly among different experimental systems. Yet, all systems in osmotic equilibrium with a bath of pure solvent must satisfy: $\Pi_{in} (\phi_{p,0}) \equiv 0$. For microgels, this is achieved by balancing a positive contribution to the internal pressure due to mixing of chains and solvent with a negative contribution resulting from entropic chain elasticity, commonly expressed within the Flory-
Rehner theory for gels [32].

Rather than using a microscopic theory, such as the Flory-Rehner theory for hydrogels or the elastic description of single particle micromechanics proposed recently by Riest et al. [29], to describe a specific type of compressible spheres, here we start with a phenomenological description of the internal equation of state at a qualitative level such that analytical results can be obtained. The aim of this paper is to arrive at a conceptual understanding of fragility in compressible sphere packings; of course, for specific systems a more quantitative description can be derived if the internal equation-of-state, and that of the suspension bath, are known a-priori.

Here we use a phenomenological form for the sake of simplicity, inspired by the mean-field description of polymers in the marginal (i.e., theta-solvent conditions) and semi-dilute regime $\Pi \propto \phi_p^2$ [33]. Given the additional constraint that $\Pi_{in}$ must be equal to the external pressure at equilibrium, which is zero for very dilute suspensions, we use the functional form:

$$\Pi_{in} = k \left( \phi_p^2 - \phi_{p,0}^2 \right) \quad (4.1)$$

where $k$ is an effective stiffness of the particles. We note that this can be easily changed to good-solvent conditions by changing to a power of $\frac{9}{4}$ instead of 2. Since $\phi_p/\phi_{p,0} = a_0^3/a^3$, the internal pressure can be rewritten as
\[ \Pi_{in} = k\phi_{p,0}^2 \left( \frac{a_0^6}{a^6} - 1 \right) \] (4.2)

As the overall particle concentration \( n \) increases, a significant colloidal osmotic pressure \( \Pi_{out} \) will develop in the bath, which we describe with the empirical equation of state proposed by Speedy [34]:

\[ \Pi_{out} = \frac{s_1 nk_BT}{1 - s_2\phi} \] (4.3)

in which \( k_BT \) is the thermal energy and \( s_1 \) and \( s_2 \) are numerical constants. For hard spheres, it can be parametrized with \( s_1 \approx 2.55 \) and \( s_2 = 1/\phi_{rcp} \approx 1.55 \), in which \( \phi_{rcp} \) is the random close packing fraction. Here we choose this description for the equation-of-state of the bath as it describes the pressure at finite volume fractions reasonably well and its simple form allows solving the equations analytically. The Speedy equation-of-state does not accurately represent the limit of \( \phi \to 0 \); however, this limit is not considered in the present work, hence we do not pursue this point further.

The underlying assumption in choosing this form is that in the limit of full deswelling of the particles, when \( \phi_p \to 1 \) and all solvent is expelled from the particle interior, the initially soft particles become incompressible which must lead to a divergence of the bath pressure. Moreover, this implies that at equilibrium, the bulk modulus \( K \) of the particles must be a function of its degree of deswelling. Within our approximate and phenomenological approach, the bulk modulus of the particles is indeed density-dependent and can be defined as \( K = \phi_p d\Pi_{in}/d\phi_p = 2k\phi_p^2 \). We note that, also here, for a quantitative description, the bath equation-of-state of the specific system must be known; for example in experiments on microgels, such as those revealing the fragility transitions with softness\[13\], charged residues on the particles will significantly alter the magnitude of the bath osmotic pressure. In fact, it is the ratio of the intrinsic particle softness \( k \) to the bath pressure that governs the behavior.

Using \( \phi = a^3\zeta/a_0^3 \), we find:

\[ \Pi_{out} = \frac{3k_BT s_1\zeta}{4\pi \left( a_0^3 - s_2a^3\zeta \right)} \] (4.4)
At each $\zeta$, a new equilibrium is established by reducing the particle size $a < a_0$, simultaneously increasing $\Pi_{in}$ and reducing the bath pressure until $\Pi_{in} = \Pi_{out}$. With

$$\lambda = \left(\frac{a}{a_0}\right)^3$$  \hspace{1cm} (4.5)

and

$$A = \frac{3s_1}{4\pi s_2} \frac{k_BT}{k\phi_{p,0}^2 a_0^3}$$  \hspace{1cm} (4.6)

we can define the equilibrium condition as:

$$\zeta = \frac{1 - \lambda^2}{s_2 (A\lambda^2 - \lambda^3 + \lambda)}$$  \hspace{1cm} (4.7)

which gives direct access to the relationship between number density and volume fraction. Interestingly, the extent to which osmotic balance creates a non-linearity between $\phi$ and $\zeta$ is governed solely by the normalised elastic energy per particle $\bar{k}a_0^3/k_BT$, with $\bar{k} = k\phi_{p,0}^2$ the intrinsic particle elasticity. The elastic energy per particle is directly coupled to the external equation-of-state, since $3s_1/4\pi s_2 A = \bar{k}a_0^3/k_BT$, such that 'softness' can be defined as the relative resistance to volume changes of the particles as compared to how steep the osmotic pressure in the bath grows with $\phi$.

In the limit of very soft particles $\bar{k}a_0^3 \ll k_BT$, so that osmotic shrinkage is strong $\lambda \ll 1$. In this limit Eq.4.7 is approximated as

$$\zeta \approx 1/s_2 \left(A\lambda^2 + \lambda\right)$$  \hspace{1cm} (4.8)

which yields

$$\lambda \approx \frac{1}{2A} \left(\sqrt{1 + \frac{4A}{s_2\zeta}} - 1\right)$$  \hspace{1cm} (4.9)

At high number densities, $\zeta \gg A$, this leads to $\lambda \approx 1/s_2\zeta$. With $\phi = \zeta\lambda$, we find $\phi \approx 1/s_2 = \phi_{rcp}$. This implies that for very soft particles at sufficiently high number concentrations, the system equilibrates at random close packing;
addition of more particles results in a proportional isotropic compression of the system such that the volume fraction remains constant; this could explain the lack of a glassy state in certain cases [31]. We finally note that in this derivation we assume that the particles respond to increasing particle density by osmotic deswelling only, and thus that particle deformation can be ignored. This implies that the particles we describe have a Poisson’s ratio $\nu < 0.5$, which is a reasonable assumption for hydrogel systems under the appropriate conditions [35].

4.3 Results & Discussion

We first evaluate the effect of particle softness, regulated by $k$, on the relationship between real volume fraction $\phi$ and extrapolated packing parameter $\zeta$. For small colloids, $a_0 = 50$ nm, a significant bath pressure develops already at moderate volume fractions. When the particles are stiff, the hard sphere limit $\bar{k} = \infty$ is approached for which $\phi \equiv \zeta$ (dotted line Fig.4.1a). When the effective particle elasticity is reduced, and osmotic regulation effects become pronounced, the non-linearity between $\zeta$ and the real volume fraction $\phi$ grows. The corresponding osmotic shrinkage of the particles, expressed here by the deswelling ratio $a/a_0$, as shown in Fig.4.1b, can be very strong for the softest particles, with actual radii $a(\phi)$ more than a factor of 3 smaller than their fully swollen dimension $a_0$, at reasonable volume fractions; this is in direct agreement with experiments on microgel particles [36, 30].

To explore the implications this pronounced osmotic shrinkage has on the apparent fragility of the glass transition we adopt the ansatz that structural relaxation slows down universally with $\phi$ below the ideal mode-coupling glass transition. The structural relaxation time, normalised to the characteristic time of unhindered Brownian diffusion, $\tau/\tau_0$ is thus assumed to be described by a single equation as a function of $\phi$. To this end, we use an equivalent of the classical VFT equation in which particle volume fraction governs the dynamics [37, 11]:

$$\log \left( \frac{\tau}{\tau_0} \right) = C \frac{\phi_c - \phi}{\phi_c - 1}$$

(4.10)

where $C$ is a numerical constant and $\phi_c$ is a critical volume fraction at which
the system becomes non-ergodic. According to extensive light scattering experiments on colloidal hard spheres [11], the point of ergodicity breaking lies above the MCT glass transition $\phi_c > \phi_g$. For the purposes of this manuscript, we parameterise the VFT law by fitting it to experimental data for hard spheres ($\tilde{k} \approx \infty$) as reported by Brambilla et al. [11] (symbols Fig.4.2); these experimental data are well fitted by $C = 0.7$ and $\phi_c = 0.625$ (dotted line Fig.4.2).

Having expressions for both $\tau(\phi)$ and $\phi(\zeta)$, we can now explore how suspensions of compressible colloids vitrify by reconstructing $\tau(\zeta)$, which is typ-
ically measured in experiments. Our simple model qualitatively reproduces the results observed experimentally for microgel colloids[13], where $\tau/\tau_0$ grows more slowly for softer particles, and extrapolated packing fractions of well over unity are required to reach the glassy state (Fig.4.2a).

To evaluate the fragility of these predicted glass transitions, we first define the glass transition as the packing fraction where $\tau/\tau_0 \equiv 10^5$, following Mattsson et al. [13]. For the hard sphere data of Brambilla et al. [11], this yields $\phi_g \approx 0.59$, in agreement with MCT predictions and experimental findings[10, 2]. Having defined $\phi_g$, we can replot our predictions in the Angell representation [12, 38], where the relaxation time is plotted as a function of the rescaled packing fraction $\zeta/\zeta_g$; indeed our model reproduces the experimentally observed fragility transition[13] with decreasing $\bar{k}$ (Fig.4.2b).

One may wonder if the observed fragility change as a function of particle softness is a robust feature of any system which exhibits osmotic regulation, many of which will have a different form of their internal or external equation-of-state as compared to the choices above. For example, we can argue that close to their equilibrium size $a_0$, for small degrees of deswelling $a/a_0 \approx 1$, the free energy of a single compressible particle may be considered to be parabolic: $\Delta G = \kappa (a - a_0)^2$, in which $\kappa$ is the spring constant, a related measure for the particle softness as compared to $k$, but with different dimensions. Since $\Pi_{in} = -d\Delta G/dV$ and the particle volume $V = \frac{4}{3}\pi a^3$, we have:

$$\Pi_{in} = \frac{-3d\Delta G}{4\pi a^2 da} = \frac{-3\kappa(a - a_0)}{2\pi a^2}$$

(4.11)

Also for this form of the internal pressure, using the Speedy equation-of-state for the bath, we can predict how the relaxation time grows with $\zeta$. We solve these equations numerically, and find that also for this different shape of the internal equation-of-state, a fragile-to-strong transition emerges upon changing the spring constant $\kappa$ (Fig.4.2c). This highlights how the conceptual idea that osmotic equilibrium governs the fragility of the colloidal glass transition is not sensitive to the exact choice for the internal pressure. It is interesting to note that the "strong" limit of our model does not produce a true Arrhenius curve, since some curvature remains at low values of $\zeta$ where the effects of osmotic regulation are weak and the inherent curvature in $\tau(\phi)$ of the VFT equation remains.
Thus, the analogy with Arrhenius behavior is only an apparent one and not truly reflective of a pure exponential decay of relaxation rates with $\zeta/\zeta_G$.

For certain specific soft sphere systems, more precise and microscopic descriptions of the internal equation-of-state exist. One particular example is the Flory-Rehner swelling theory that describes the internal pressure of uncharged microgel particles as a balance between a mixing term to promote swelling and the entropic elasticity of the polymer segments between crosslinks that counteracts swelling. Within this framework the internal equation of state can be written as [39]:

$$\Pi_{in} = k_B T \frac{l_k^3}{\phi_p} \left( \phi_p + \ln(1 - \phi_p) + \chi \phi_p^2 \right) - \frac{\phi_{p,c}}{N_x} \left[ \frac{\phi_p}{\phi_{p,c}} - \left( \frac{\phi_p}{\phi_{p,c}} \right)^{1/3} \right]$$

(4.12)

which is governed by microscopic properties such as the monomer dimension $l_k$ and the solvent-polymer interaction parameter $\chi$ and the polymer volume fraction of the collapsed particle $\phi_{p,c}$ where the elastic contribution to the internal pressure vanishes. Softness is controlled by the crosslinking density, which determines the number of monomer repeat units between crosslinks $N_x$, which is thus an inverse softness parameter within this model.

Aiming to describe for example pNIPAM microgels, we choose $l_k = 1 \text{ nm}$, $\phi_{p,c} = 0.5$ and good solvency such that $\chi = 0$. Indeed, also for this microscopic internal equation-of-state, an apparent fragility transition emerges upon changing the crosslinking density $N_x$ (Fig.4.2d). We note that the values of $N_x$ required to induce fragility changes are somewhat higher than those expected in experiments [13]; we attribute this to the fact that we assume a hard-sphere equation of state for the bath, while these experiments worked with partially charged microgels, in which the bath pressure rises much more steeply thus resulting in effectively softer particles, as discussed in more detail below. Finally, we observe that the exact line shape of $\tau$ versus $\zeta/\zeta_G$ differs depending on the choice of the internal equation of state. This may hold the promise of deducing the internal equation-of-state of compressible particles from high-resolution measurements of the structural relaxation time and to quantify their softness directly.

To further validate the predictions of our model, we collect published data.
Figure 4.3: a) Angell plot for various systems of compressible spheres, symbols (defined in legend): experimental data for hard spheres ($a_0 \sim 130$ nm) [11], various microgels ($a_0 \sim 90$ nm) [13, 40], star polymers ($a_0 \sim 20$ nm) [37] and the globular protein bovine serum albumin ($a_0 \sim 5$ nm) [41], drawn lines: predictions from the model as outlined in the text with $\bar{k}$ as the adjustable parameter, b) fragility index $m$ as a function of $\bar{k}a_0^3$ as predicted by the model (line) and for the data sets in a) (symbols), c) intensity correlation functions from dynamic light scattering for uncharged polystyrene microgels with (from left to right) $\zeta = 0.64, 0.88, 1.02, 1.03, 1.19, 1.25, 1.30, 1.35$, d) Angell plot for compressible colloids of varying charge density: hard spheres [11], weakly charged microgels [13, 40], uncharged microgels from c), and highly charged microgels [36], drawn lines: predictions from the model.

for particle self-diffusion in a variety of systems composed of compressible spherical objects, ranging from microgels of different softness [13, 40], star polymers [37] and globular proteins [41] (symbols in Fig.4.3). While the microscopic mechanisms with which osmotic equilibrium is regulated differ between these systems, as does the exact form of the equation-of-state, we fit all these data with the analytical form of our model (Eq.4.5-4.7). Since $a_0$ is known from the ex-
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experiments this leaves $\bar{k}$ as the only adjustable parameter. We note explicitly, that a comparison of the absolute values of $\bar{k}$ are meaningless, since the underlying equations-of-state for these different systems are not the same; hence the value of $\bar{k}$ needed to fit the data is the effective softness of these particles with the Speedy equation-of-state as an internal standard.

Nonetheless, the line shape, and entire range of experimentally observed fragilities in these soft colloidal systems can be qualitatively reproduced with a simple phenomenological model (drawn lines Fig.4.3a). This highlights how fragility transitions in colloidal systems can be the direct result of osmotic regulation of particle size, providing a mechanism of feedback between number density, particle size and thus volume fraction and the macroscopic structural relaxation time. This provides a theoretical foundation to the idea put forth by Mattsson et al. that the fragility changes in microgel suspensions are directly related to local elasticity [13]. Above we have shown how the steepness with which the structural relaxations slow down as the particle concentration is increased are governed by the parameter $\bar{k} a_0^3$. This implies that not only the particle softness, expressed by $\bar{k}$, but also the particle size has an effect on the fragility of the glass. In other words, hard colloids may make strong glasses if the particles are small enough, and soft colloids may make fragile glasses if they are sufficiently large. To make this idea more quantitative, we can compute the kinetic fragility index from the data for $\tau(\zeta)$ as:

$$m = \frac{d \log(\tau/\tau_0)}{d(\zeta/\zeta_0)} \bigg|_{\zeta = \zeta_g}$$

(4.13)

We note that this is an approximation to the kinetic fragility index that is defined as the local slope of the viscosity with temperature in atomic and molecular glass formers. While a more proper analogy would use the pressure rather than packing fraction[42], this is experimentally intractable and beyond the scope of this paper. Thus, to allow for a comparison to experimental data we use the slope of relaxation time versus packing fraction as a proxy for the kinetic fragility index of the colloidal glass.

The lower limit of $m$, for strong glasses that exhibit ideal Arrhenius behavior, is set at $m = 5$, by our definition of the glass transition at $\log(\tau/\tau_0) = 5$. At the other extreme we have the hard sphere glass transition, as the most fragile case
of fully incompressible particles, which has \( m \approx 37 \) based on experimental data [11].

Interestingly, when the elastic energy per particle is \( \bar{k}a_0^3 \ll k_B T \), osmotic shrinkage is pronounced, which results in strong glasses, such as for the softest microgels (Fig.4.3b). When \( \bar{k}a_0^3 \) becomes of the order of the thermal energy, the intrinsic particle elasticity effectively competes with the pressure which develops in the bath, and the transition becomes increasingly fragile until the hard-sphere limit is reached when \( \bar{k}a_0^3 \gg k_B T \) (Fig.4.3b). The bulk elastic energy per particle thus acts as an order parameter for the fragility of the colloidal glass transition. Indeed, the experimental data can be collapsed onto the predicted relation between the fragility index \( m \) and the normalised particle elasticity when the experimentally-determined fragility is plotted against \( \bar{k}a_0/k_B T \), with \( \bar{k} \) determined from the fits shown in Fig.4.3a, and \( a_0 \) taken from the experimental publications as indicated in the figure caption.

Our phenomenological model does not take the microscopic origins of internal and external pressures into account. For example the Speedy equation-of-state is only valid for particles interacting by volume exclusion alone. Additional contributions, for example due to charges, will affect the osmotic balance both inside the particles and in the bath. This can have significant effects on the phase behavior of soft particle suspensions, e.g. leading to the absence of a solid phase in fully ionic microgels even at very high densities [31, 43]. For a comprehensive description of the swelling behavior of ionic microgels which accounts for both polymeric and ionic terms, we refer to Colla et al. [44].

To illustrate the effects of charges we start from published experimental data for strongly crosslinked microgels, both for systems that are highly charged [36] and microgels that carry a small amount of charges due to the ionic initiator used during particle synthesis [40, 13]. As no experimental data is available for microgels which carry absolutely zero charges, we synthesize polystyrene microgels using a non-ionic initiator resulting in particles free of ionic groups [45] (see also the Materials & Methods section). These particles are suspended in a mixture of bromo- and iodobenzene which is both a good solvent for the polystyrene gel network and matches their refractive index. We determine the structural relaxation of suspensions of these uncharged microgels with dynamic light scattering.
(DLS), as a function of $\zeta$, which is determined by capillary viscosimetry in the dilute limit.

With increasing particle concentration, the autocorrelation curves $g_2(t) - 1$ obtained from DLS experiments, show both the slowing down of particle diffusion and the emergence of a plateau at intermediate times, indicative of the formation of repulsive cages which hinder particle motion (Fig. 4.3c). These data are consistent with DLS experiments on aqueous, and slightly charged, microgels [40, 13]. We note that at very long lag times $t > 500$ s, a lack of statistics, due to the experimental acquisition time leads to an artificial superexponential decay of the correlation function. Nonetheless, the data clearly show the glass transition as the particle concentration is increased. We do not use the data beyond $> 500s$ to extract the characteristic structural relaxation time such that this does not affect our results. For these uncharged microgels, the glass transition is very fragile and virtually traces the hard sphere line with $m = 37$ (Fig. 4.3d). For the weakly charged microgels a small decrease in fragility can be seen, whereas a nearly exponential, Arrhenius, behaviour results for highly charged microgels (Fig. 4.3d). This, surprisingly, suggests that a high concentration of charges, which increases the internal osmotic pressure and thus provides additional resistance to deswelling, effectively "softens" the particles by reducing the effective value of $k_\text{eff}a_0^3$ required to describe the vitrification with our phenomenological model (lines Fig. 4.3d).

The counter-intuitive observation that charged microgels act "softer" than uncharged particles at the same crosslinking density, is in agreement with the observation that the osmotic deswelling of ionic microgels can be so severe that the volume fraction at which a liquid-solid transition must occur is not reached, even at exceedingly high values of the extrapolated packing fraction $\zeta > 35$ [31, 43]. This emergent softness was attributed to the high osmotic pressure of the bath, governed by mobile ions unbound to the microgel particles[46], which result in strong compression of the particles as the solid-liquid transition is approached. This argument, and its experimental proof [31], underpins the concept we have raised above, that rather than particle softness alone, as hypothesized previously [13], it is in fact the balance between the osmotic pressure of the bath and the intrinsic softness of the particle that governs the solid-liquid transition and its
Fragility. Even when the single-particle mechanics indicate a relatively high bulk modulus, if the bath osmotic pressure is high enough, for example due to the presence of ions or for sufficiently small particles, osmotic deswelling may be significant, resulting in a strong rather than a fragile glass. The unusually strong deswelling of ionic microgels furthermore leads to unexpected behavior, such as the strong shrinkage of large microgels in a crystal of smaller particles to accommodate to the lattice and minimize the energy penalty associated with defect formation[47, 48].

4.4 Conclusion

We have presented a simple model, based on the osmotic deswelling of compressible colloids, which qualitatively captures fragility changes observed in colloidal glasses. The change from a fragile to a strong glass transition can be explained by a non-linear relation between the experimental control parameter $\zeta$ and the real particle volume fraction which dictates the dynamics of the suspension. The degree of non-linearity depends only on the elastic energy per particle, which thus serves as an effective order parameter for fragility. As the elastic energy per particle scales inversely with particle volume, hard colloids may make strong glasses and soft colloids may make fragile glasses depending on nominal particle size, the particle softness and the equation-of-state of the bath. While the phenomenological description we present provides new insight into the nature of the colloidal glass transition at the macroscopic scale, it does not yet account for spatial heterogeneity at microscopic length scales. Experiments and simulations have shown that softness reduces both the magnitude and spatial extent of dynamical heterogeneities [49] and extends the validity range of the Stokes-Einstein relation to higher packing densities [50, 51]. Perhaps this can be explained by the weaker dependence of relaxation time on local density for softer particles due to osmotic regulation. Extending the simple model proposed here to account for such local effects could aid in elucidating the intriguing connection between glass fragility and dynamical heterogeneity[52, 53, 54].
4.5 Materials & Methods

We prepared strictly uncharged microgels using a method described in detail elsewhere [45]. Briefly, we dissolved 2 g sodium dodecyl sulfate in 320 ml de-ionized water in a round bottom flask. Separately, we prepared a solution of 96 g styrene, 6 g of the crosslinker divinylbenzene, 5 ml hexadecane and 1 g of the radical initiator 2,2-azonibis(2-methylpropionitrile). We mix the aqueous and monomer phase and first created a coarse pre-emulsion by using a high-shear rotor-stator mixer. We subsequently formed a stable mini-emulsion using high-intensity ultrasonication. After purging the reaction flask with nitrogen, we allowed the mixture to react overnight at 65°C. The microgel particles were purified by precipitation in cold methanol, filtration and drying in vacuo, followed by resuspension in THF and precipitation in methanol. This is repeated 3x to ensure complete removal of surfactant and reaction byproducts. Finally we resuspend the microgels in THF to swell the microgels completely, which allows any linear polystyrene to diffuse out of the microgels, which we remove by centrifugation at 30000 g and removal of the supernatant. This was repeated three times to ensure complete removal of all linear polystyrene as confirmed by gel permeation chromatography. We then dried the microgels in vacuo. The resulting particles have a hydrodynamic radius in the dilute limit of \( a_0 = 93 \) nm, measured in the index-matching solvent.

Samples are prepared by suspending a known weight of dried microgels in an index-matching mixture of iodobenze and bromobenzene (70:30 by volume). Samples are mixed extensively by vortexing and repeated centrifugation for the most viscous samples; in all cases, the sample was centrifuged at 1500 g in the sample tube prior to measurement to remove any air bubbles and dust from the scattering volume. Samples were equilibrated for at least 1 hour in the thermostated sample bath at 21°C to ensure a homogeneous temperature within the sample. Measurements were performed using a dynamic light scattering (DLS) setup based on an ALV/CGS-3 goniometer, equipped with an avalanche photon detector, 633 nm diode laser (JDSU) and dual ALV LSE-5004 hardware correlators for cross-correlation. All measurements were performed at a scattering angle of 150°, which gives a scattering vector \( q = \frac{4\pi}{\lambda} \sin \frac{\theta}{2} = 0.02 \) nm\(^{-1}\). We note that to measure true self-diffusion, measurements should be performed at scat-
tering vectors \(qa \leq 2\pi\), with \(a\) the particle radius. For the polystyrene microgels we study here, this implies a minimum scattering vector of \(q = \frac{2\pi}{a} \approx 0.07\) nm\(^{-1}\) which is not attainable in this set-up. Since our scattering vector was below this value, we probed dynamics on somewhat larger characteristic length scales, which we took as a measure of the sample’s viscosity or long-time particle self-diffusivity.
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Sticky Squishy & Stuck
Increasing the particle density of a suspension of microgel colloids above the point of random-close packing, must involve deformations of the particle to accommodate the increase in volume fraction. By contrast to the isotropic osmotic deswelling of soft particles, the particle-particle contacts give rise to a non-homogeneous pressure, raising the question if these deformations occur through homogeneous deswelling or by the formation of facets. In this Chapter we aim to answer this question through a combination of imaging of individual microgels in dense packings and a simple model to describe the balance between shape versus volume changes. We find a transition from shape changes at low pressures to volume changes at high pressures, which can be explained qualitatively with our model. Whereas contact mechanics govern at low pressures giving rise to facets, osmotic effects govern at higher pressures, which leads to a more homogeneous deswelling. Our results show that both types of deformation play a large role in highly concentrated microgel suspensions and thus must be taken into account to arrive at an accurate description of the structure, dynamics and mechanics of concentrated suspensions of soft spheres.

This chapter was published as:
5.1 Introduction

Microgels are colloidal particles made from a solvent-swollen crosslinked polymer network[1, 2], whose softness can be tuned with the crosslink density[3]. These microgels are commonly used as a well-defined experimental model system to explore the phase behavior, dynamics and mechanics of soft particle suspensions [4, 5]. Their softness, which entails both a low resistance to shape and to volume changes, has a large effect on the properties of dense suspensions of these particles. For example, they can be compressed to packing density in excess of random close packing and their increase in viscosity as they approach the liquid-solid boundary shows significant deviations from the behavior of hard spheres[6, 7]. Moreover, microgels exhibit a rich phase behavior [8, 9, 10], which can be tailored by their degree of crosslinking[11], the presence of charges[12] or inherent network inhomogeneities[13].

To achieve effective packing densities of well above the random close packing limit for hard spheres, the reduction in available volume must be accommodated by either shape or volume changes in the constituent particles. This can occur either by forming facets at the contact points with the surrounding particles[14, 15, 8] and by the expulsion of solvent from the particle, leading to homogeneous deswelling and volume reduction[16, 17]. Recent work has highlighted how the latter can have pronounced effects on the interpretation of experiments on microgels, since osmotic deswelling can lead to substantial deviations between the apparent and real particle volume fraction[18].

It is most likely that facetting and homogeneous deswelling are relevant to some extent; however, this remains relatively unexplored. Recent contrast-variation scattering experiments have shed light on this complexity for the first time, showing an interplay of deformations, deswelling and even interpenetration of surface-dangling chains as the particle concentration is varied[19]. Yet, our quantitative understanding of particle deswelling and deformation remains incomplete.

The isotropic compression of individual microgels subjected to a homogeneous osmotic force has been studied in detail previously. For example, microgels suspended in solutions of a polymeric osmolyte, such as dextran which is excluded from the microgel network, exhibit a homogeneous osmotic deswell-
ing consistent with polymer swelling theory[6], from which the bulk modulus $K$ of the individual microgels could be determined. Squeezing a single microgel between two sapphire plates, yielding two discrete contact points, has shown that this is a controlled way of probing deformations of single particles, but the possibility of an interplay between shape and volume changes was not discussed[17]. In this last case, the microgel is under non-homogeneous pressure. This implies that contact deformations cannot be ignored as it is also the case for shape or volume changes, dictated by the Poisson ratio, which is typically between 0.4-0.45 for hydrogel particles[20]. Of course, the same argument holds for particles with more than two contact points, as would be the case in a dense packing of particles, contacting multiple neighbors. The fact that both effects contribute to microgel shape and size in non-homogeneous pressure fields is illustrated by the capillary micromechanics work of Guo and Wyss[5] where individual soft particles are brought into a tapered confinement, which induced both shape and size changes, that can be quantified accurately, for example to derive the full linear mechanics of single particles.

So while it is clear that the mechanical response of compressible and deformable microgels to complex pressure fields involves both shape and size changes, these effects remain to be explored in dense packings of many microgels in close contact. Understanding these effects is an important step towards a more comprehensive description of the combined effects of single-particle mechanics and osmotic equilibrium on the properties of highly concentrated suspensions of soft particles.

In this Chapter we explore the deformation and deswelling mechanisms of microgels in compressed microgel packings and provide a framework to understand their behaviour. We osmotically stress mixtures of fluorescent and non-fluorescent microgels and image the shape and size of single microgels with high resolution using confocal microscopy and quantitative analysis algorithms. We find that the ratio of shape to volume changes, evolves non-monotonically with applied pressure; at low pressures shape changes are pronounced, in the form of facets, while at larger pressure the facets disappear and the microgels assume a spherical shape by deswelling homogeneously. We qualitatively explain these results using a simple mechanical model, which combines the osmotic pressure
of the gel network with contact mechanics.

5.2 Results & Discussion

We study microgels made from poly(acrylamide) (pAAm) prepared by emulsion templating. The particles are crosslinked with 1%wt of crosslinker with respect to the total monomer content, resulting in reasonably soft microgels. Here we aim to prepare microgels with sizes larger than 10 µm such that their shape and size can be carefully deduced from confocal fluorescence microscopy experiments. Although our microgels are large enough to be imaged by brightfield microscopy, it remains challenging to obtain the entire shape and size due to significant artefacts that arise due to the high particle concentration. Rather, we choose to use confocal microscopy to visualize a few labelled microgels in a large excess of undyed particles. This enables us to resolve the microgel shape and size with high resolution and without being hindered by the high particle density. To concentrate the microgel suspensions to a well-defined macroscopic osmotic pressure, we stress the suspensions by placing them in a dialysis membrane and equilibrating them against poly(ethylene glycol) (PEG) as an osmolyte, which leads to a homogeneous compression of the suspension to osmotic pres-
Figure 5.2: Steps during image treatment, (a) shows the raw microscopy data, (b) shows the binary version of this image, generated to most closely preserve the microgel shape, (c) shows a simple edge trace of this binary image, resulting in many artifacts, (d) shows the much smoother tracing after fitting this boundary with a Savitzky-Golay filter, which results in a smooth boundary while preserving the overall microgel shape. Scale bars denote 5 µm.

sure differences between $10^3$-10$^6$ Pa.

If all the microgels are fluorescently labelled, observing the boundaries of a single particle at its contacts with neighbors becomes highly inaccurate. To end this, we use a mixture of fluorescent and non-fluorescent microgels in our experiments. This allows us to accurately observe a single fluorescent microgel that is surrounded by non-fluorescent microgels. While identification of single particles is difficult in bright-field microscopy images (Figure 5.1a) where all particles provide contrast, well-defined images of single fluorescent particles can be made using confocal microscopy, as shown in Figure 5.1b.

To quantify changes in size and shape of the individual microgels in the packings, we image at least twenty separate microgels in three-dimensions using confocal microscopy for each compression pressure. From these images, we can calculate the microgel volume and shape. In order to calculate an accurate perimeter and area for each slice in the three-dimensional image stacks, we first convert our images (Figure 5.2a) to binary black and white (Figure 5.2b). During this thresholding, pixelation at the background-particle edge results in jagged edges in an edge-detection algorithm (Figure 5.2c). Such roughness on the perceived perimeter would overestimate the particle contour. This discretization effect can be minimized by recording high-resolution confocal images, but some boundary effects remain. To solve this issue we first trace this perimeter using a Savitsky-Golay (SG) filter[21] to smooth the boundary (Figure 5.2d). From these
Figure 5.3: (a) Average microgel diameter ($\bar{d}$) as a function of compression pressure, (b) microgel packing polymer concentrations $c$ as a function of pressure $P$. Solid line describes the $P \propto c^4$ scaling. (c) size distributions of microgel diameter ($d$) for two compression pressures (2.5 kPa - top and 2 MPa - bottom), which shows a narrowing of the size distribution at increased compression and (d) width of fitted Gaussian functions ($\sigma$) for each size distribution as a function of compression pressure. Open symbols are values obtained at zero pressure ($P$).

We first probe the changes in particle volume, as a way to evaluate their osmotic deswelling in response to the contact pressure of neighboring particles. We deduce the particle volume from the equivalent sphere diameter $\bar{d}$ fitted to

smoothed traces we then reconstruct the image, which allows us to calculate the perimeter and area much more accurately, while still having access to the overall microgel shape without blunting due to the filtering.
the three-dimensional image stacks of thresholded and filtered images of single particles (more details in the Material and Methods section). As expected, we observe that the average size of the microgels decreases with increasing compression pressure, as a result of solvent expulsion by the microgels (Figure 5.3a). The average values were obtained by averaging over multiple particles in a polydisperse population; nevertheless, we see a clear monotonic trend of deswelling with increasing pressure $P$, consistent with previous reports[17, 22].

For each compression pressure $P$, we also determine the polymer concentration in the compressed microgel packings by dehydrating the particle pastes and measuring the dry weight (Figure 5.3b). We find that the osmotic pressure increases steeply with increasing polymer concentration. The data is well described by a scaling $P \propto c^4$, which is significantly higher than the scaling prediction for the osmotic pressure of a semi-dilute polymer solution within the blob model of $P \propto c^{9/4}$[23]. We attribute this to the additional contribution of network elasticity to the osmotic pressure, as described by the Flory-Rehner theory[24], where the rise in osmotic pressure with concentration, in particular close to the equilibrium swelling state of the particles, is much steeper than that of a simple solution of linear chains [25].

From our experimental observations, we do not only have access to the average particle size as a function of compression, but also the size distribution. Interestingly, we see how the size distribution shifts as the compression increases (Figure 5.3c). This is likely due to the fact that larger microgels will be more compressed in the packings, whereas small particles can reside in interstitial spaces and thus experience smaller contact pressures on average. As a consequence, larger particles will deswell more than smaller ones, thus narrowing the size distribution of the sample. To quantify the change in size distribution, we measure the width of the particle size distributions $\sigma$ as the full width at half maximum (FWHM) by fitting the experimental data to a normal distribution at all compression pressures. Indeed, the width of the distribution decreases with increasing pressure (Figure 5.3d). We also plotted (results not shown) the ratio between the gaussian width and the mean with varying pressure and obtained the same decreasing trend. The fact that we obtained the same trend shows that the decrease in size of the particles is not the reason for the narrowing of the size dis-
DESWELLING VS DEFORMATION OF CONCENTRATED MICROGEL PACKINGS

This observation of a narrowing particle size distribution is consistent with earlier reports of a co-crystallisation of large microgels in a bath of smaller particles as the pressure increased, leading to shrinkage of the larger particles to fit into the microgel lattice[26].

Clearly, increasing the particle density leads to pronounced osmotic deswelling of the particles. However, visual inspection of the confocal microscopy images shows also how distinct facets develop at the particle-particle contact points (Figure 5.2). While most previous studies have studied in-depth the changes in volume associated with osmotic compression of microgel packings, these shape changes have received much less attention so far, but may be crucial to understand the rheology and dynamics of microgel pastes.

To evaluate the extent of shape changes, we determine to what extent the particle shape deviates from a perfect sphere. Due to the preparation templated in emulsion droplets, the rest shape of the microgels is a near-perfect sphere. We define the sphericity, extracted from our two-dimensional confocal images as:

\[
\Psi = \frac{2\sqrt{\pi N_a}}{N_{circ}}
\]  

(5.1)

where \(N_a\) is the number of pixels in the area enclosed by the SG filtered boundary (red line in Figure 5.2d) and \(N_{circ}\) is the number of pixels along the boundary contour. For a perfect circle \(\Psi \equiv 1\), while any asphericity, e.g. due to facetting, will result in \(\Psi < 1\).

Samples at zero pressure \(P = 0\), exhibit an almost perfect spherical geometry with \(\Psi \approx 0.99 \pm 0.1\) (Figure 5.4c); the small deviation from \(\Psi = 1\) is caused by the inevitable discretization of the images at the scale of a pixel, which cannot be completely circumvented by the SG filtering of the particle contour.

At finite pressure, the sphericity, averaged over at least twenty particles at each pressure, initially decreases. This indicates that the microgels become deformed by the formation of facets at contact points with neighboring particles (Figure 5.4d). As the compression pressures \(P\) increase, the average sphericity of the microgels increases again, which indicates that the particles regain their spherical shape (Figure 5.4e). For comparison, we evaluated images containing polygons and obtained sphericity values for an hexagon and a square of 0.97 and 0.91, respectively. We also evaluated images of spheres of different sizes to rule
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Figure 5.4: a) Average sphericity ($\Psi$) as a function of compression pressure. The open symbol is a value obtained at zero pressure $P = 0$. (b) Microgel sphericity ($\Psi$) as a function of microgel diameter ($d$) for a single compression pressure (10 kPa). Black circles are binned data. Bin width is 2 and the values within each bin were averaged. Confocal images of a single microgel at (c) zero pressure, (d) at $P = 10$ kPa and (e) 2 MPa. Red outlines correspond to the edges of the particle after image analysis. Scale bars denote 5 $\mu$m.

...out the effect of the amount of pixels constituting the sphere in the sphericity values. We found that for the size of images used (1000x1000 pixels), or the size of the sphere did not interfere in the sphericity results. Finally, to investigate whether the size polydispersity of the microgels has an influence on their degree of deformation, we plot the sphericity $\Psi$ as a function of the diameter of the microgels $d$ (Figure 5.4b) for a certain compression pressure (10 kPa). We find no statistically significant trend, indicating that there is no significant effect of size...
Osmotic compression of a microgel suspension leads to unphysical overlap between neighbours (a), which is resolved either by deswelling the particles (b) or through particle deformation in the form of contact facets (c). In the calculation of the energy of deformation by facet formation $U_f$, we use a Hertzian contact model in which the deformation is approximated by the overlap with penetration depth $h$ leading to facets of size $R$ (d).

Our experimental results show that both faceting and deswelling happen, depending on the applied pressure, in a distinctly non-monotonic way. As the pressure increases, facets first become more pronounced, until they start to become less noticeable and the particle appears to homogeneously deswell to a (smaller) spherical configuration. This counterintuitive observation triggers the question if these are equilibrium effects, or whether non-equilibrium aspects may be important. First, we note that the samples are equilibrated for 14 days at a given osmotic pressure. The timescales for poroelastic relaxation, i.e. the solvent flow within the porous polymer particles required to achieve shape and size changes, occurs on much smaller time scales, and are thus not likely to contribute. Moreover, experiments conducted at different times give identical results, suggesting time-dependencies not to be of significant influence.

To confirm that the change from faceting at low pressure to osmotic deswell-
ing at higher pressures is an equilibrium effect, we derive a simple equilibrium model that is capable of reproducing the observed behavior by balancing contact mechanics versus osmotic effects upon creating particle-particle contacts.

Since the experimental microgel particles of polyacrylamide are under good solvency conditions, we derive an extension on the classical description of Flory and Rehner [27, 28], which assumes ideal chains between nodes that are marginally stretched, to account for large chain extensions. The osmotic pressure within a microgel particle results from two opposing terms. The first is a mixing term, describing the mixing entropy and the enthalpy of solvent-monomer interactions, which promotes swelling. Within the mean-field Flory-Rehner approach this can be written as:

\[ \Pi_{\text{mix}} = \frac{k_B T}{a^3} \left( -\varphi - \ln(1 - \varphi) - \chi \varphi^2 \right) \]

(5.2)

where \( k_B T \) is the thermal energy, \( a \) the size of a statistical chain segment, \( \chi \) the Flory interaction parameter and \( \varphi \) the monomer volume fraction, which is the main control parameter. This term is always positive and as such promotes the uptake of solvent within the microgel particle.

The mixing pressure is balanced by the elasticity of chain segments between crosslinks. Swelling stretches the chains between crosslinks which reduces their conformational entropy. Traditionally, within the Flory-Rehner description, this entropic elasticity is estimated within the Gaussian approximation, which assumes that chains obey a Hookean force law. However, this is only valid when the distance between two crosslinks \( \xi \) is close to the relaxed dimension of the chains \( R_g \). For strongly swollen microgels however, chain extension between nodes may be strong, where large deviations from Hookean behaviour may be expected.

To capture this limit as well, we use the freely-jointed chain (FJC) model, which describes the elastic force \( F \) on a polymer chain extended to length \( \xi \) as:

\[ F = \frac{\beta k_B T}{a} \]

(5.3)

in which \( \beta \) is the inverse Langevin function, that can be expanded as:
\[ \beta = 3 \left( \frac{\xi}{N_x a} \right) + \frac{9}{5} \left( \frac{\xi}{N_x a} \right)^3 + \frac{297}{175} \left( \frac{\xi}{N_x a} \right)^5 + \ldots \]  

(5.4)

where \( N_x \) is the number of statistical segments between crosslinks. In the limit of small chain extensions this returns to the Gaussian result for which the Hookean spring constant \( k = k_B T / N_x a^2 \) is valid. Particle swelling, thereby increasing \( \xi \), leads to an effective elastic pressure to counteract swelling:

\[ \Pi_{el} = \frac{F}{\xi^2} = \frac{\beta k_B T}{a \xi^2} = \frac{k_B T}{a} \left( \frac{3}{\xi N_x a} + \frac{9 \xi}{5 (N_x a)^3} + \frac{297 \xi^3}{175 (N_x a)^5} + \ldots \right) \]  

(5.5)

where the monomer volume fraction is related to the characteristic mesh size as \( \varphi = N_x a^3 / \xi^3 \).

As the microgel is dissolved in a solvent, thermodynamic equilibrium requires the balancing of the pressure within the particle \( \Pi_{in} \), by swelling or deswelling, with the external osmotic pressure \( \Pi_{ex} \):

\[ \Pi_{in} = \Pi_{mix} - \Pi_{el} = \Pi_{ex} \]  

(5.6)

We define the relaxed reference state of the microgel as \( \Pi_{in} = \Pi_{ex} = 0 \), where the polymer volume fraction within the particles \( \varphi = \varphi_0 \). The bulk modulus \( K \) is defined as:

\[ K = \varphi \frac{d \Pi_{in}}{d \varphi} \]  

(5.7)

The resistance of the same particle against shape changing deformations, typically by the formation of facets at the contacts of a particle with its neighbours, can be defined by its Young’s modulus \( E \), defined as:

\[ E = 3K (1 - 2\nu) \]  

(5.8)

with \( \nu \) the Poisson’s ratio of the hydrogel particles. More comprehensive micromechanical mean-field approaches to explore the effect of particle elasticity and compressibility on microgel glasses both at rest and under shear have been reported recently [29, 18].
Upon increasing the pressure of a microgel suspension, any physical overlap between the particles (Figure 5.5a) must be avoided, either by shrinking or the formation of facets (Figure 5.5b,c). To evaluate the extent of both of these modes of response to compression we consider the work of deformation due to faceting $W_d$ and the work of shrinkage $W_s$; both of these represent the reversible (thermodynamic) work performed on a central particle at a given number of particles, total volume of the system and temperature.

The overlap $h$ between two neighboring particles is defined in Figure 5.5d, which can be resolved by a linear combination of contributions due to deformation $h_d$ and shrinking $h_s$: $h = h_s + h_d$. The fraction of the response attributed to faceting-type deformations can thus be formulated as: $\alpha_d = \frac{h_d}{h_d + h_s}$, and the fraction contributed to shrinking as $(1 - \alpha_d)$.

The work of shrinkage is given by:

$$W_s = \Pi_{in} \Delta V = \frac{4\pi}{3} \Pi_{in} \left( R_0^3 - (R_0 - h_s)^3 \right)$$

with $R_0$ the radius of the microgel in dilute conditions, where $\Pi_{in} = 0$.

The work of deformation by forming facets is gauged by using the Hertzian model for the elastic contact between two spheres of equal size $R_0$. The force required to form an indentation of depth $h$ is given by:

$$F = \frac{4}{3} ER_0^{1/2} h^{3/2}$$

such that the work required to perform a deformation of depth $h_d$ between two spheres becomes:

$$W_d = \int_0^{h_d} F(h)dh = \frac{8}{15} ER_0^{1/2} h_d^{5/2}$$

Since each microgel particle has $Z$ neighbours, the total work associated with deformations becomes:

$$W_d = \frac{8}{15} ER_0^{1/2} h_d^{5/2} Z$$

The total mechanical work can now be defined as:
$W = \alpha_d W_d + (1 - \alpha_d) W_s$ (5.13)

These two contributions need to be balanced to minimize the overall mechanical work. Thus to find the relative amounts of deformation and shrinkage, we must solve:

$$\frac{dW}{d\alpha} = 0$$ (5.14)

This allows us to evaluate for each pressure, given our expressions for the microgel elasticity and the mechanical work upon compression to what extent a particle will deform and shrink, as expressed by the parameter $\alpha_d$. If $\alpha_d \approx 1$ the particle will solely deform and shrinkage is negligible; by contrast if $\alpha_d \approx 0$, only isotropic shrinkage occurs while the particles maintain their spherical shape.

To compute the elastic properties of the microgels, we need to choose values for the three independent parameters which govern the microgel properties: i) $N$: the number of statistical segments between crosslinks, for which we use $N = 250$ (note that the behaviour we observe is robust to the choice of the crosslinking density and is mostly sensitive to the Poisson ratio of the hydrogel). ii) $a$: the size of a statistical unit, for polyacrylamide microgels as the experimental example, we use the Kuhn length of polyacrylamide as $a \sim 0.4$ nm[30], iii) $\chi$: the Flory interaction parameter describing the interactions between polymer and solvent, for polyacrylamide in water at room temperature $\chi = 0.48$[31].

For the equilibrium particle size at rest $R_0$ we take 5 $\mu$m as also used in our experiments. Even though the coordination number is known to vary with particle concentration[32], for the sake of simplicity we assume $Z = 12$, corresponding to the close-packed limit for monodisperse spheres; also here we find that the results are robust to the choice of $Z$.

Indeed we see that the mechanical work $W$ has a minimum when plotted as a function of $\alpha$, the fraction of the overlap $h$ mitigated by means of faceting (Figure 5.6a). By finding this minimum, we can now assess the relative contributions of shrinkage and deformation as a function of the applied pressure.

Interestingly, the experimental behaviour is qualitatively reproduced within our approximate theory. When we plot the amount of overlap $h$ that is mitig-
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Figure 5.6: (a) Mechanical work $W$ as a function of the fraction of the overlap that is mitigated through deformation $\alpha = h_d/(h_s + h_d)$, showing a clear minimum where $dW/d\alpha = 0$, signalling the equilibrium condition (for: $\nu = 0.40$ and $h_s + h_d = 100$nm), b-d) Contributions of shrinkage $h_s$ and deformation $h_d$ to the total particle response as a function of the total pressure $P$ for three different values of the Poisson's ratio $\nu = 0.3$ (b), 0.4 (c) and 0.48 (d).

At low pressures, $h_d$ is dominant, indicating a response governed by faceting (Figure 5.6b-d). As the pressure is increased, we see a transition in the behaviour, as a crossing point of $h_s$ and $h_d$, to a response governed by isotropic shrinkage. This is in qualitative agreement with our experimental observations. These results can seem counterintuitive from the point of view of classical contact mechanics, where the contact between two spheres would always increase its facets if they are more compressed. However, here we
are dealing with a particle compressed and surrounded by other particles. As such, both contact mechanics and osmotic effects come into play.

The crossover pressure at which $h_s > h_d$ thus signals the point at which the osmotic effects of the particle suspension as a whole begin to dominate over the contact mechanics at the particle-particle contacts. At pressures beyond this crossover point, the high osmotic pressure of the particle 'bath' leads to a homogeneous deswelling of the particles.

Within the model we have chosen here, the ratio of shrinkage versus deformation depends strongly on the Poisson ratio of the microgels. For low Poisson's ratios, indicative of compressible solids, shrinkage begins to dominate at relatively low pressures. By contrast, when we choose a high Poisson’s ratio, close to that for an incompressible solid, a response governed by deformation is observed. In fact, in the limit of $\nu \to 0.5$, $h_s$ goes to zero and $h \approx h_d$.

Experimentally, we find a crossover in the sphericity at approximately 10 kPa. While the model is approximate, e.g. by the choice of a mean-field approach for the osmotic pressure and ignoring the molecular details of the particle surface, comparing this value to the theoretical cross-over pressures, indicates that the Poisson ratio of our experimental system is between 0.43-0.45. This is in the correct order of magnitude for swollen polyacrylamide hydrogels, for which $\nu = 0.457$, as determined independently previously[33].

At this time, the agreement between theory and experiments is qualitative, since the exact equation of state is not known for these particles. While the Flory-Rehner form (Eqs.5.2-5.5) is a common starting point, it does not take microscopic details, such as crosslinking inhomogeneities, the effects of charges, etc. into account. It may be expected that changing the exact nature of the equation of state, or of the expressions used to related the network structure to the shear rigidity, will change the crossover pressure at which osmotic effects begin to govern over contact mechanics. However, the general notion that at low overal osmotic pressure the particle-particle contacts themself dominate the particle deformation, while the bath pressure takes over when it becomes sufficiently large, is expected to hold irrespective of the choices for the equation of state. In fact, since the facetting is most sensitive to the Young’s modulus of the particles, while homogeneous deswelling is governed by their bulk modulus, we may speculate
that the Poisson ratio of the particle is the governing metric for if and when a crossover in behavior may be expected.

Depending on the manner in which microgels are prepared, the surface structure of the polymer chains may be different, leading to significant variations in the length and grafting density of the dangling surface polymers. Also this can have an effect that is currently not accounted for, e.g. by the creation or suppression of lubrication layers and the establishment of a significant disjoining pressure to break these layers during compression.

Finally, recent work from our group has suggested an approach to treat the real volume fraction in systems of compressible colloids but taking osmotic deswelling into account\cite{18}, where we assumed that only deswelling occurs while facetting was presumed to be negligible. The results in the current study highlight that this approximation fails especially close to the jamming transition where facetting is severe. Interestingly, since facetting does not lead to a reduction in the real particle volume fraction with compression while deswelling does, the crossover in behavior we find indicates an even steeper effect of compression on the real versus apparent volume fraction than that predicted previously\cite{18}. Moreover, the purpose of the previous study was to explore the effect of osmotic deswelling in absence of facets, on the slowing down of structural relaxations in microgel glasses. We may expect that facets, and the lubrication layers between the two interfaces across a facet, could alter the diffusion rate of particles with respect to their neighbors, and thus have a pronounced effect on the nature of the colloidal glass transition. In principle, this could be tested by comparing the behavior of particles with identical stiffness but different Poisson ratios, through which the balance between osmotic versus contact effect can be tuned.

5.3 Conclusion

In this Chapter, we investigated the behaviour of individual microgels in microgel packings under compression considering simultaneous deswelling and deformation mechanisms. Our experiments show that microgels initially facet under compression and that at higher compression pressures, they regain their spherical shape. To explain this behaviour, we propose a model that balances
the work of osmotic deswelling, within the Flory-Rehner picture of gel swelling, versus facet formation in the Herzian contact model. Numerical solutions of the model predict behavior qualitatively consistent with our experimental observations with a crossover from contact mechanics dominated response at low pressures to an osmotically governed response at high pressures. These results imply that treatments of the dynamics and mechanics of packings of soft particles, that account only for facetting or deswelling, are approximate, and that a full description requires taking both effects into account. This is particularly important at low pressures, close to the jamming and/or glass transition, where deformations are significant. These results also have important implications for the flow behavior of soft particles, e.g. in complex geometries such as membrane pores or constrictions[34, 35, 36, 37], where deswelling and/or deformation plays an important role in pore passage and mitigation of clogs.

5.4 Material and Methods

Microgel synthesis

We synthesise polyacrylamide microgels by polymerization of monomer solutions in emulsion droplets as a template. In a round bottom flask, we mix 100 ml kerosene with 1%wt of the surfactant polyglycerol polycinoleate (PGPR90). In a separate flask we prepare our monomer solution with 10 ml of water, 0.1M sodium hydroxide solution to set the pH at 8.5, 2.5 g of acrylamide, 50 mg of potassium persulfate (KPS) and 25 mg of N,N’-methylenebisacrylamide (BIS) as the crosslinker at 1%wt as compared to the total monomer content. For fluorescent microgels, we include 25 mg of fluorescein methacrylate at this stage. We add our monomer solution to the content of the round bottom flask and emulsify the aqueous phase into the oil phase under high shear with a rotor-stator mixer for three minutes. We then close the round bottom flask with a rubber septum and bubble the emulsion with nitrogen for 20 minutes to remove oxygen. We subsequently place the round bottom flask on a stirring plate on ice and we inject 1 ml N,N,N’,N’-tetramethylethylenediamine (TEMED) to trigger the polymerization. We allow the system to react for 2-3 hours and precipitate the microgels in cold methanol. We clean our microgels by repeated centrifugation.
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gation and resuspension steps, first in methanol to remove excess kerosene and surfactant, and finally in water, after which the microgel suspension is stored at 4°C.

Osmotic stress

We use a mixture of fluorescent and non-fluorescent microgel suspensions at a number ratio of 1:20 to allow observation of individual microgels in the packing using confocal fluorescence microscopy. We compress the microgel suspension using the osmotic stress technique. We place the suspension of microgels in dialysis bags that we then place in a solution of polyethylene glycol (PEG) with known concentration. The concentration of a PEG solution can be correlated to its osmotic pressure through empirical equations available in the literature[38]. We use a range of PEG concentrations corresponding to osmotic pressures between 2.5 kPa and 2 MPa. The volume of dialysate is at least 100 times larger than the sample volume. The system is allowed to equilibrate for two weeks to ensure the desired compression pressure \( P \) is achieved. The dialysate is renewed in the middle of this process, after one week.

Confocal microscopy

To determine how the microgels deform we use confocal fluorescence microscopy to record three-dimensional image stacks of individual, fluorescently labelled microgels. As we only have a small amount of fluorescently labelled microgels in each sample we can visualize single microgels as they deform and shrink at varying osmotic pressure. These experiments are performed on a Zeiss microscope, equipped with a 488 nm laser line and imaged using a x100 oil-immersion objective. The resolution of the images is 1000x1000 pixels. To measure the type and degree of deformation of a microgel at different compression pressures we analyse the confocal image stacks using custom Matlab routines (available upon request). To accurately determine the surface area and circumference of a microgel in each confocal slice we trace the boundary of every microgel and fit a polynomial function to this shape using Savitsky-Goley smoothing. We calculate the surface area for each slice in our three-dimensional image stack and determine the total volume of each microgel in our field of view.
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Part II

Confined Flow of Complex Fluids
Cooperativity and Segregation in Confined Flows of Soft Binary Glasses

When a suspension containing particles of different sizes flows through a confined geometry a size gradient can be established with large particles accumulating in the channel centre. Such size separation driven by hydrodynamic interactions is expected to facilitate membrane filtration, and may lead to the design of novel and innovative separation techniques. For this, a wide range of particle concentrations has to be investigated, in order to clarify whether shear-induced migration can be utilised at concentrations close to or above the colloidal glass transition, where particle motion is severely hindered and hydrodynamic interactions are screened. We explore this scenario by studying the flow of binary mixtures of soft colloidal microgels, well above their liquid-solid transition, through narrow microchannels. We find that, even though the flow becomes strongly heterogeneous, both in space and time, characterised by a large cooperativity length, size segregation still occurs. This suggests that even above the glass transition shear-induced diffusion could still be used as a fractionation mechanism, which is of great relevance for process intensification purposes.

This chapter was published as:
6.1 Introduction

Membrane filtration is one of the most prevalent unit operations encountered in a wide variety of industrial processes for size-based particle separation. One of the major problems during membrane filtration is the accumulation of particles on the membrane, leading to reduced cross-membrane fluxes[1], and in the worst case, complete clogging of the pores[2]. This necessitates time- and energy-consuming cleaning steps in order to remove the accumulated particles[1]. The design of membrane systems in which particle accumulation can be delayed or avoided thus presents one of the major challenges in membrane technology. In recent years, it has been established that shear-induced diffusion and migration may be used to establish a size- and concentration gradient in a suspension prior to its arrival at the membrane pores. This can lead to innovative solutions to prevent or reduce particle accumulation and pore clogging[3, 4, 5].

In relatively dilute suspensions of particles undergoing shear flow, hydrodynamic interactions between particles, which collide due to velocity differences when they advect along different fluid streamlines, causes them to perform erratic motion, in analogy to the thermal diffusion of Brownian particles at rest[6, 7]. From dimensional analysis it is expected that the resulting shear-induced diffusion coefficient $D \propto \dot{\gamma} a^2$, increases linearly with shear rate $\dot{\gamma}$ and quadratic with particle radius $a$. For small colloids, which diffuse due to thermal motion at rest, the effects of shear-induced diffusion become noticeable only at sufficiently large shear rates. This can be evaluated with the dimensionless Péclet number, which balances the relative importance of thermal and advective motion.

$$Pe = \frac{\dot{\gamma} a^2}{D_0} = \frac{6\pi \eta \dot{\gamma} a^3}{k_B T}$$

(6.1)

where $D_0$ is the self-diffusion coefficient of particles at rest, $\eta$ is the viscosity of the suspending fluid and $k_B T$ the thermal energy[8]. For $Pe > 1$ shear-induced diffusion can result in the formation of both a concentration gradient, where particles accumulate at locations of low shear rate[9, 10], and a size gradient, where larger particles move faster towards lower $\dot{\gamma}$ therewith excluding small particles from the central region on the channel [4, 3].

Efficient use of these effects in the design of microfiltration devices, for in-
stance maximizing velocity gradients by confinement, makes it possible to perform separations at much higher volume fractions, $\phi \approx 0.4$, than what is believed achievable in conventional membrane filtration. However, at these concentrations, the particles remain diffusive even at rest.

When the volume fraction $\phi$ of a suspension is increased further, the zero-shear viscosity grows steeply and the particle self-diffusion coefficient $D_0$ decreases[11]. Until, at some volume fraction $D_0 \to 0$, beyond which the suspensions exists in a glassy state. For hard spheres this glass transition occurs at $\phi_g \approx 0.58$. For soft particles, which are deformable, e.g. emulsions, or compressible, such as microgels, the volume fraction can be increased significantly above $\phi_g[12]$. For these soft colloidal glasses $Pe \propto 1/D_0$ becomes infinitely large, such that shear-induced diffusion becomes the only mechanism of particle mobility even at very low rates of deformation.

In this soft glassy state, where the constituent particles are in direct contact with several neighbors, hydrodynamic interactions are largely screened and the bulk rheology of the suspension is governed by the elastic interactions between the particles and the local microstructure[13, 14]. This raises the intriguing question how the phenomena so well-established at dilute and intermediate packing fractions, manifest at volume $\phi > \phi_g$. For hard sphere glasses, it has been shown that the linear relation between shear rate and shear-induced diffusion coefficient breaks down; at $\phi = 0.62$, $D \propto \dot{\gamma}^{0.8}[15]$. This suggests that the purely hydrodynamic descriptions, well established and confirmed for $\phi < \phi_g$, no longer hold. Especially for soft colloidal particles, the mechanisms that govern shear fluidization, and the resulting migration and segregation effects, remain largely unclear. Understanding these effects is important to extend the range of concentrations where membrane filtration may be applied, which in turn could significantly reduce the environmental and economic footprint of such processing steps and other separation processes.

In this Chapter we explore the confined flow of dense binary suspensions of soft colloidal particles. The bulk rheology of these suspensions exhibits a distinct transition from fluid to jammed solid above a critical volume fraction $\phi_c$. When suspensions at $\phi \gg \phi_c$ are flown through narrow microchannels at constant pressure we observe strong velocity fluctuations, both in time and space.
The spatial heterogeneities are characterised by highly cooperative zones of non-affine displacements, which grow in size with increasing pressure differential. We show that even in highly jammed suspensions, where motion at rest is virtually absent, shear fluidization can give rise to lateral separation of small and large particles. These results suggest that suspensions of soft Brownian colloids at sufficient packing fractions exhibit global and local flow behavior very similar to that found in athermal jammed systems.

6.2 Materials and Methods

Binary microgel system

Soft, fluorescently labelled core-shell microgel particles are synthesised as described in detail elsewhere[16] and in Chapter2. We first synthesise fluorescently-labelled solid core particles, with $d = 300$ nm, of polystyrene by emulsion polymerisation; we prepare red-labelled cores (Pyromethene 605) for the small microgels and green-labelled cores (Pyromethene 546) for the large microgels. A soft microgel shell is grown around these cores as follows: in 300 ml DI water we dissolve 160 mg N-N-methylene bisacrylamide and 400 µl methacrylic acid. To vary the size of the PNIPAm shell we vary both the amount of NIPAm added and the number of cores added. For the larger microgels we add 4 ml of the cores (30% wt) and 7.8 grams of NIPAm. For the smaller microgels we use 11 ml cores (30% wt) and 5 grams of NIPAm. Reaction mixtures are degassed with nitrogen for 20 minutes, and initiated with 500 mg of potassium persulfate dissolved in 15 ml DI water. The reaction is allowed to proceed overnight at 70 °C or 80 °C for the large and small particles, respectively. After filtration, the particles are cleaned by repeated centrifugation and redispersion in 0.1 mM NaOH. At this high pH all carboxylic acid groups are deprotonated, rendering the microgels insensitive to small variations in temperature[17]. We measure the hydrodynamic particle size with multi-angle dynamic light scattering and find $d_s = 0.97$ and $d_l = 1.36$ µm for small and large particles, respectively, with a polydispersity less than 5% for both samples. This gives a size ratio of $d_s/d_l = 0.71$; this size ratio effectively suppresses crystallisation at most mixing ratios[17]. For the experiments reported here, we mix small and large particles at 1:1 by volume.
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**Figure 6.1:** Illustration of the experimental system: indicating the dimensions of the core-shell microgel particles and microfluidic channels.

### Rheometry

Rheological characterisation of the microgel suspensions, at varying volume fractions, are performed in a 40 mm parallel plate geometry with roughened surfaces to prevent slip, on a Discovery Hybrid rheometer (TA Instruments). The linear viscoelasticity of the suspensions is characterised by frequency sweeps, recorded in a frequency range $\omega = 10^{-1} - 10^2$ rad/s, at a fixed strain amplitude of $\gamma = 0.01$. The flow behavior is evaluated from flow curves, where the steady-state shear stress $\sigma$ is measured as a function of shear rate between $\dot{\gamma} = 10^{-3} - 10^2$ s$^{-1}$.

### Microchannel flow

Microfluidic flow experiments are conducted in glass microchannels (Micronit Microfluidics) with a rectangular cross-section of 20 x 50 $\mu$m, with a total length of 4 cm (Fig.6.1). Flow is induced by feeding the suspension, through a silica capillary (I.D. 150 $\mu$m), into the device at constant pressure, applied with a dif-
ferential pressure transducer (Bronkhorst Nederland), with a control stability of ±0.5 mbar.

We use an open-source PIV algorithm (JPIV) to measure spatially- and temporally-resolved flow fields from time-lapse sequences recorded with microscopy. For high flow velocities we record image sequences with a high-speed camera (Phantom v9.1) at an acquisition rate of 3125 Hz, while confocal fluorescence microscopy (Zeiss Axiovert 200M with a LSM 5 exciter) is used, at 3.5 Hz, for slow-flowing samples. As small and large particles are labelled with two spectrally-separated fluorophores, we can detect the local concentration of both small and large species from their relative fluorescence intensities across the channel width. Fluorescence intensity profiles represent the average over at least 120 independent frames. Once the suspension enters the confined microchannel, shear-induced migration, diffusion and size-segregation begin to occur. For dilute suspensions, this leads to the establishment of a new steady-state, which is estimated to be fully developed at a distance $L_e$ away from the entrance. For suspensions at volume fractions in excess of 0.3, this entrance length can be estimated as $L_e \sim R^3/d^2$, where $R$ is the characteristic dimension of the flow channel[18]. Taking $R = 20 \mu m$, the smallest channel dimension, we find for our experiments $L_e \approx 4$ mm. While it is not clear if this expression for $L_e$ holds for the high volume fractions we explore here, all experiments are performed at 2 cm away from the channel orifice, to minimize entrance effects. We acquire images at the channel midplane, 10 $\mu m$ from the bottom of the channel, to minimise wall effects. In all our experiments we operate at low Reynolds numbers. The upper bound (at highest speeds of 8000 $\mu m/s$) for the fluid Reynolds number in our measurements is $Re \leq 10^{-3}$, and that for the particles $Re_p \leq 10^{-2}$. This ensures that viscous forces ‘overwhelm’ inertial forces and the resulting flows are laminar[8].

### 6.3 Results and Discussion

Mixtures of small and large soft microgel particles efficiently form glasses, and crystallisation is almost completely suppressed at the size and mixing ratio we employ[17]. Suspensions of soft colloids undergo a liquid-solid transition at some critical volume fraction $\phi_c$, this point is typically identified as the random
close packing limit $\phi_c \approx 0.64$. For hard, incompressible spheres, the volume fraction $\phi$ is defined as $\phi = nV$, where $n$ is the number concentration of particles and $V$ the volume of a single particle. However, for microgels, which are compressible, $V$ is not a constant; as the concentration increases and the ensemble osmotic pressure rises, the microgels shrink to maintain equilibrium[19, 20]. As a result, volume fraction is no longer a well-defined quantity. We therefore define the volume fraction of each sample relative to $\phi_c$.

We first measure the frequency-dependent linear storage, $G'$, and loss moduli $G''$. At $\phi < \phi_c$, no elastic modulus exists and the sample behaves as a viscous liquid. For samples at $\phi > \phi_c$, we observe a shear elastic modulus $G'$ which

Figure 6.2: (A) Storage (closed symbols) and loss moduli (open symbols) as a function of angular frequency for a typical sample above $\phi_c$ ($\phi - \phi_c = 0.336$), (B) Storage modulus, at fixed $\omega = 10$ rad/s, versus $\phi - \phi_c$. Drawn line is a power-law fit with characteristic exponent $a = 2.5$, (C) Flow curves for various volume fractions, legend indicates concentrations of measured suspensions relative to $\phi_c$. (D) Collapse of all flow curves onto two distinct branches, above and below $\phi_c$. Drawn lines are fits as described in the text.
is nearly independent of frequency (Fig. 6.2A). Moreover, these samples exhibit a minimum in the viscous dissipation, measured as $G''$, at a frequency which corresponds to the $\beta$-relaxation of the particles which form the glass[21]. This frequency response is characteristic for soft glassy solids.

To find $\phi_c$ we assume that the shear elasticity vanishes critically at this volume fraction. We therefore plot $G'$, at a fixed frequency $\omega = 10 \text{ rad/s}$, versus $\Delta \phi = \phi - \phi_c$, and minimize the deviation of the data to a power-law $G \propto (\phi - \phi_c)^a$; this allows us to find, from the limited number of experimental data points, a reasonable estimate of the volume fraction where the shear elasticity vanishes. For these systems we find $a = 2.5$; this is significantly larger than that expected for jammed packings of soft, frictionless, spheres[13], likely due to electrostatic repulsion between the particles, as the screening length in these experiments is relatively large at $\sim 30 \text{ nm}$.

The flow behavior of these binary glassy suspensions is first investigated using conventional rheometry. We measure the steady state stress $\sigma$ as a function of applied rotational shear rate $\dot{\gamma}$. The flow curves for $\phi < \phi_c$ exhibit a Newtonian regime at low shear rates ($Pe < 1$), thermal motion governs particle displacements, and a shear thinning regime at high rates ($Pe > 1$), where advective motion dominates and the shear flow may induce structural transformations[22]. Also here, $\phi_c$ marks a distinct transition, as the flow behavior of samples in the solid regime are characterised by a distinct yield stress plateau at low deformation rates, and shear thinning at higher $\dot{\gamma}$ (Fig. 6.2C).

Microgel particles are known to undergo a stiffness-dependent glass transition, where the Brownian relaxation time of the suspension grows steeply[12]. It has been argued that the same system undergoes a second transition, at higher packing fractions, akin to the jamming transition for athermal systems. This second transition is characterised by the emergence of a zero-frequency shear modulus when the coordination number exceeds a critical value[23]. The exact connection between these two phenomena remains a topic of ongoing research and exploration[24, 25, 26].

To assess if the systems we investigate here show the characteristics of a jammed solid, we adopt the approach recently described by Paredes et al. for emulsions and by Nordstrom et al. for microgel glasses. We rescale the flow
curves for various volume fractions using the rescaled shear stress $\tilde{\sigma} = \sigma / |\Delta \phi|^\alpha$ and shear rate $\tilde{\dot{\gamma}} = \dot{\gamma} \cdot |\Delta \phi|^\beta$. We find, for $\alpha = 4.4$ and $\beta = 6.5$, that the flow curves collapse reasonably onto a single mastercurve with two distinct branches, one for the fluid and one for the jammed solid, separated at $\phi \sim \phi_c$. This is in direct agreement with previous results[27, 28]. We note that the collapse of the solid branch fails at the lowest lowest shear rates, which we ascribe to the difficulty in measuring the true yield stress of a soft solid as discussed extensively in literature e.g. by Moeller et al.[29]. The reasonable collapse at higher shear rates suggests that the microgel glass behaves akin to a wider class of materials in which such universality is observed, such as emulsions. Also here, the flow behavior of the solid branch is well described by the classical Herschel-Bulkley constitutive equation for yield stress fluids:

$$\tilde{\sigma} = \tilde{\sigma}_0 + K \tilde{\dot{\gamma}}^n$$  \hspace{1cm} (6.2)

$\tilde{\sigma}_0$ is the rescaled yield stress and the exponent $n \approx \alpha / \beta$ the slope of the shear-thinning regime in the flow curve and $K = 0.45$ is a fitting parameter (drawn line Fig.6.2D).

By contrast, the fluid branch exhibits no yield stress and is characterised by Newtonian flow at low rates followed by weak shear thinning at higher $\dot{\gamma}$ when $Pe > 1$. This branch can be well described by the Cross equation for shear thinning of viscoelastic fluids, combined with the Krieger-Dougherty equation for the volume-fraction dependence of the zero-shear viscosity:

$$\tilde{\sigma} = \frac{\eta_s \phi_c^m \tilde{\dot{\gamma}}}{\left(1 + \left(\frac{n \phi_c^m}{K} \right) \tilde{\dot{\gamma}}^{1-n}\right)}$$  \hspace{1cm} (6.3)

where $\eta_s$ is the viscosity of the suspending fluid and $m \approx \alpha - \beta$ is the Krieger-Dougherty exponent (drawn line Fig. 6.2D). These results suggest that $\phi_c$, determined above as the volume fraction where the shear rigidity vanishes, indeed represents the volume fraction at which the suspension undergoes a rigidity transition from a fluid to a jammed solid.

At rest, or low deformation rates, these two branches represent two distinct phases, with a discontinuous transition. At sufficiently large deformation rates,
the two branches converge, and the transition from fluidized solid to fluid becomes continuous. We note that recent computer simulations have suggested that, while the glass transition of soft spheres and their jamming transition give rise to a similar progression of the macroscopic flow curves with packing fraction, the microscopic physics underlying these two phenomena are distinctly different[25]. Further in-depth study is required to disentangle these two phenomena with accuracy in these systems.

We now proceed to flow the same dense binary suspensions through narrow microchannels, with a confinement ratio $R/a \approx 15$. In this geometry we can measure the local flow fields using particle imaging velocimetry (PIV) using the particles themselves as the tracers, without the need to add additional components to the system. For a very dense suspension, $\Delta \phi = 0.317$, we observe that the time- and spatially-averaged flow profiles deviate strongly from classical Poiseuille flow, expected for Newtonian fluids. Rather, a plug-like flow is observed in the centre of the channel where $\dot{\gamma}$ becomes very small, and shear-bands, in which most of the deformation is localised, close to the channel walls (Fig.6.3A). This is consistent with the expected channel flow profiles for yield stress fluids. Increasing the pressure leads to a distinct broadening of the shear bands, and narrowing of the central, unsheared, zone; a similar growth of the shear localisation zones with overall applied shear rate is observed for yield stress fluids in Couette flow[30].
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When the packing fraction is decreased to $\Delta \phi = 0.158$, the distinct separation into a central unsheared zone, lined by shear bands, weakens and a gradual transition from shear zones, to weakly sheared central zone is observed (Fig.6.3B). Fully parabolic profiles are not expected to be observed until $\phi \ll \phi_c$. Unfortunately, the refractive index mismatch between glass walls ($n_d \approx 1.48$) and aqueous suspension ($n_d = 1.33$) causes optical aberrations at the fluid-wall interface. Due to the resulting lensing, reliable flow velocities can only be measured some distance away from the walls. Due to the high flow rates this effect is most pronounced for the lower packing fraction shown in Fig.6.3B, which are recorded with brightfield microscopy and a high-speed camera. By contrast, the data obtained with confocal microscopy (Fig.6.3A), suitable only for slow flows, suffers much less from these optical artefacts. Even though one or two layers of microgel particles line the channel walls by physical adsorption, rendering the channel walls rough on the order of the particle diameter, this is not sufficient to suppress wall slip. A significant slip velocity is observed at the channel walls, which increases strongly with packing fraction and applied pressure (Fig.6.3C)[31]. These velocity profiles represent the time- and spatial-average from the 2D flow fields obtained by PIV. Interestingly, we find that for high packing fractions the flow becomes strongly heterogeneous both in space and time.

For packing densities relatively close to $\phi_c$, the spatially-averaged velocity at fixed applied pressure is virtually constant in time. Note that we can observe a small regular oscillation, with an amplitude of only 1 % of the mean velocity. This is caused by the electronic feedback mechanism of the pressure transducer, operating at 50 Hz (Fig.6.4A). By contrast, the average velocity shows strong fluctuations for more concentrated samples, which range from periodic at low pressure (Fig.6.4B) to intermittent at high pressures (Fig.6.4C). The periodic fluctuations in velocity at low pressures occur with a characteristic frequency of 2.2 mHz, measured from the power spectrum of the $V(t)$ trace, which cannot be explained by the fast feedback rate of the transducer. Rather, such slow feedback processes must represent some internal mechanism in the suspension.

For hard sphere glasses, it is known that under strong confinement, regular and erratic velocity fluctuations may emerge at $\phi \sim \phi_c$ due to transient and localised jamming and unjamming events, caused by local density fluctuations.
Figure 6.4: Velocity in the centre of the channel $V_x$, normalised by the time-average velocity $\langle V_x \rangle$, as a function of time for $\Delta \phi = 0.158$ at $\Delta P = 0.1$ bar (A) and $\Delta \phi = 0.317$ at $\Delta P = 0.05$ (B) & 0.1 bar (C).

which are enhanced by the velocity gradient across the channel[32, 33]. While we also observe strong intermittency in our soft glassy systems, with amplitudes several times the mean velocity, it only emerges at packing fractions $\phi \gg \phi_c$. This may be related to the fact that for hard spheres in a glassy state, small transient and localised densifications can lead to orders of magnitude increase in local viscosity and rigidity[21], while these effects are much weaker for soft particle glasses close to $\phi_c[12]$. We thus speculate that the coupling between density and mechanics needs to be sufficiently steep to provide the internal feedback required to generate intermittency. For soft particle packings this only occurs when the ensemble is compressed strongly, depending on the initial softness of the particles.

In the intermittent flow regime, where the velocity fluctuates strongly in time, we also observe large spatial heterogeneities, evident in the full two-dimensional flow fields (Fig.6.5A). These spatial heterogeneities are more clearly visible when the affine component of the flow is subtracted. This leaves the non-affine component of the flow which exhibits distinct zones of collective reorganisa-
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Figure 6.5: Spatially-resolved flow field for $\Delta \phi = 0.317$ at $\Delta P = 0.05$, (A) shows full velocity field (B) shows the corresponding non-affine velocity, in which the affine flow field, obtained from the time-average, is subtracted. Flow is from left to right, total size of the field-of-view is $\approx 50 \times 50 \mu m$, with a voxel size for the PIV analysis of $1.08 \mu m^2$.

In this highly jammed state, particle motion is strongly hindered by elastic contacts with many neighbors; for a single particle to advect along a streamline, many of its neighboring particles must rearrange.

To evaluate the spatial distribution of these collective rearrangements, we first select only those vectors whose magnitude is 1.5 times larger than the mean velocity for each frame. This thresholding separates clusters of co-moving fluid elements which exhibit correlated motion, whose size can then be determined. While the exact numerical value of the threshold velocity is arbitrary, we verify that the results are qualitatively robust to changes in this parameter. For both volume fractions and all pressures, these distributions are well described by a power-law distribution with exponential cut-off (drawn lines in Fig.6.6A&B). These scale-invariant distributions, with a cut-off which is bounded by the finite size of the microchannel, are characteristic for driven systems which exhibit intermittency, and suggest a strong coupling between local collective phenomena and the global response to flow. From these distributions we can measure both the mean size of cooperatively flowing non-affine fluid clusters, and a measure for their upper bound from the exponential cut-off. We observe how the spatial cooperativity length increases with volume fraction (Fig.6.6C), as observed for emulsions in confined flows previously[34].
Interestingly, Goyon et al. described how the flow of concentrated emulsions through microchannels can be described using a single spatial cooperativity length which appears independent of flow velocity[34]; in our experiments we observe that increasing the pressure differential leads to a strong increase in the size of cooperatively reorganising clusters. As the dimensions of spatial cooperativity reach the order of magnitude of the channel size, which is only 20 µm here, strong non-local effects come into play [34, 35]. As a consequence, the local velocity profiles measured in strong confinement cannot be mapped onto the macroscopic flow profiles as done successfully for flow through wider microchannels for similar suspensions of microgel colloids [27]. This is exacerbated by the strong shear banding we observe here, where distinct zones with different properties appear.

In dilute suspensions comprised of particles of different size the strong shear field that develops in confined flow leads to distinct segregation of large and small particles across the channel. Typically, large particles will localise at the centre of the channel, where the shear rate is minimal, displacing the smaller particles towards the channel walls[9, 10]. This effect can be used efficiently in filtration processes to prevent the proximity of larger objects near to the pores through which a fluid stream enriched in small particles can be separated from one enriched in large colloids. This decreases the probability for clogging, thereby extending the life time of membranes and increasing separation efficiency[3, 4]. Such shear-induced segregation however requires individual particles to migrate. Obviously, single particle migration is strongly hindered in a glassy suspension.

This raises the intriguing question whether shear fluidization of a soft glass is sufficient to induce these effects at \( \phi \gg \phi_c \). To determine if size segregation occurs we utilise the fact that our small and large particles are fluorescently dyed with different fluorophores. By averaging the fluorescence intensity as a function of position across the channel over at least 120 frames, we can construct a fluorescence intensity profile for both small (red) and large particles (green), as shown in Fig.6.7. As a first order approximation, since the fluorescent cores of the particles show no overlap, the average fluorescence intensity is linearly proportional to the local volume fraction of particles.

Surprisingly we find that indeed, even at \( \Delta \phi = 0.317 \) segregation still oc-
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Figure 6.6: Probability distributions of cooperative cluster sizes in $\mu m^2$ for $\Delta \phi = 0.317$ at $\Delta P = 0.05, 0.1 & 0.15$ bar (A) and $\Delta \phi = 0.158$ at $\Delta P = 0.1, 0.3, 0.5 & 0.7$ bar (B). Drawn lines represent fits to a power-law distribution with an exponential cut-off. Mean cluster size (C) and maximum cluster size (D) in $\mu m^2$ as a function of pressure for $\phi = 0.317$ (circles) and $\phi = 0.158$ (squares). Dotted lines are a guide to the eye.

curs. Apparently, despite the large hindrance in such a glassy suspension, the strongly collective shear fluidization can still lead to the development of distinct segregation patterns. To evaluate if the measurements performed at 2 cm from the channel entrance represent a fully-developed profile, we also record data at 1 and 3 cm away from the orifice. Indeed, no significant changes occur, verifying that the entrance length $L_e < 1$ cm (Fig.6.7A-C).

At low pressures we observe strong localisation of the large particles in the centre of the channel, where the small particles are depleted (Fig.6.7D). At higher pressures we observe multiple bands of size segregated particles (Fig.6.7E&F). For the size ratio of microgel particles we study here, we previously showed that
addition of only 10% of the large spheres is sufficient to completely frustrate crystallisation[17]. The size segregation which occurs in these dense suspensions is complete enough to observe crystallisation of the small particles close to the channel walls, seen from the distinct oscillations in fluorescence intensity at the channel boundaries (Fig. 6.7F).

The development of multiple bands, rather than a single band of large spheres in the centre, most likely is a kinetically trapped state which develops during segregation. Ultimately, we would expect all large particles to tend to the centre of the channel where they experience minimal shear. Also for size segregation in strongly driven granular packings, the separation into multiple bands enriched in particles of different sizes has been observed[36].

This surprising result shows how size segregation can also occur in the flow
of suspensions which are well above their liquid-solid transition. At rest, translational diffusion in these suspensions is absent, rendering the system effectively athermal; moreover, the hydrodynamic interactions, generally considered to drive shear-induced migration, are most likely to be highly screened at these concentrations. It thus appears that the strong intermittency and spatial cooperativity and non-local effects we observe for these systems of highly packed small colloidal particles are more akin to those effects observed in dry granular media[37, 38, 34, 36].

Our results strongly hint at the possibility to use confined flows to pre-sort polydisperse particles even at very high volume fractions in the design of new and improved microfiltration and separation devices. However, the exact nature of size segregation, in conjunction with the large spatial cooperativity we observe, remains unclear. If many particles move in sync, how can this random and intermittent motion result in the sorting of particles along the channel based on size; these questions may be answered using slower flows and high-speed confocal imaging in which the trajectories of individual particles can be followed. Moreover, how the flow profiles in these yield stress fluids are affected by the presence of pores in the side walls of the channel, required for separation purposes, is unclear but may be expected to lead to additional non-linearities and strong shear localisation at the pore walls, indicating that if a process is to be based on these effects, understanding shear induced diffusivity effects in relation to pore phenomena is of key importance.
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Sticky Squishy & Stuck
Disordered porous media are found commonly in both nature and industry. Flow through such disordered structures is a common but complex phenomenon, with many different factors interacting at different length scales. A classical example of a major problem encountered with flow through porous media is that of non-complete displacement, where a displacing phase flows through a porous structure, but large pockets of the to-be-displaced phase remain. Structure of the porous system, flow rates, and the different length scales all influence the effectiveness of such displacement. Non-complete displacement has a major impact on for instance the efficiency of oil recovery processes. Here we present a microfluidic model to study two-phase flow through a disordered micromodel using high-speed quantitative microscopic imaging. We investigate the effect of visco-elasticity on the displacing fluid and show that by changing the visco-elastic behavior of the displacing fluid we can greatly increase the efficiency of the overall displacement process.

This chapter was submitted as:
T. van de Laar, K. Remmers, K. Schroën and J. Sprakel: *Oil Displacement by Visco-elastic Fluids in a Disordered Micromodel*
7.1 Introduction

Porous media are present all over this planet and at various scales, both as manufactured structures and as natural occurrences. Most of these porous structures are random orientated, where textile, paper and sand are classical examples[1]. Flow through these porous media is ubiquitous in everyday life; when printing inks, doing laundry, but also when water flows through treeroots[2, 3, 4, 5]. Another common example is found in oil recovery, where water is used to displace oil from porous bedrock. This two-phase flow through porous media is a complex problem, involving phenomena that are not well understood[3, 6]. One major problem is non-complete displacement, where pockets of the to-be-displaced phase remain. This lowers e.g. the efficiency of oil recovery processes, hampers the efficiency of detergents and leads to an improper printing process[7, 8].

Various factors contribute to such non-complete displacement; wettability differences between the two phases, as often a non-wetting phase will displace a wetting phase[9, 10], the viscosity ratio between the fluids, the surface tension, and possible interactions between the liquids and the wall which may be strongly influenced by the presence of surface active components[11]. The structure of the porous network, along with the flow rates and length scales all influence the displacement process, and could lead to (stronger) non-complete displacement[12, 13].

Studying how all these factors contribute to the displacement process is difficult, complicated further by the inability to see what happens inside a porous rock (or other similar porous materials). Micromodels offer a usual alternative way to study this problem, as these micromodels allow direct visualization of the displacement process when manufactured from PDMS or glass[3, 14, 15, 16, 17]. These micro-engineered structures also open up the possibility to study the various factors that lead to a non-complete displacement in a systematic way[3, 12, 18]. Most micromodels use ordered structures to investigate how displacement can be improved. However, most natural porous systems are highly disordered, and how this disorder and differences in structure contribute to a non-complete displacement remains poorly understood.

In this chapter we focus on a random approach to model a porous structure, inspired by the approach of Wu et al.[3, 19]. Instead of using series of connected
channels we introduce nodes (or pores) that connect these channels of varying length and under varying angles to more accurately mimic natural porous structures, and fabricate these channels out of PDMS. We use high-speed brightfield microscopy to visualize and study the displacement process, and investigate how the random structure influences the displacement in our micromodel. We observe a strong effect of the network geometry, where channels not aligned in the general flow direction will replace with much more difficulty. We also look at the effects of changing the viscosity of the displacing phase, and how this might lead to a more complete displacement. We show that by increasing the viscosity of the displacing phase we achieve a much more complete, and thus efficient, displacement. We attribute this increase in efficiency to the slowing down of the displacement process, which prevents trapping of pockets of the to-be-displaced phase.

7.2 Materials and Methods

We create random porous micromodels by taking inspiration from the approach of Wu et al.[3, 19] Our micromodel features large pores connected by narrow channels to emulate the porous structure present in rock. We start by randomly placing a fixed number of circles (250 in total) on a fixed surface area (tailored such that it matches the maximum field of view for our microscope system) using a custom Matlab routine. We make sure that none of these circles touch (see Fig.7.1a), we then connect all circles using Delaunay triangulation[20], this ensures that there is no physical overlap between the channels (Fig.7.1b). We tailor the Matlab output to automatically generate circles of a fixed size and channels of a fixed width in AutoCAD (Fig.7.1c). During the conversion from Matlab to AutoCAD all channels are given a fixed finite width, which leads to some overlap in channels close to the edge. In a Delaunay triangulation any line cannot overlap, but the same does not go for lines of fixed finite width. We manually remove these overlapping channels to prevent the formation of a wide, easily accessible channel that would dominate the displacement process. The final design can be seen in Fig.7.1d, with a close-up of the porous structure shown in Fig.7.1e. We use this design to create a photolithographic mask and fabricate our micromodel out
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Figure 7.1: (a–c) Schematic showing how circles are randomly placed (a), connected using Delaunay triangulation (b) and finally filled in to form our micromodel (c). (d) Overview of our micromodel, including inlet and outlet for tubing, white shows all areas open to flow, (e) shows the porous structure in more detail.

of PDMS using standard soft lithography techniques[21]. After plasma-bonding a PDMS device will initially be hydrophillic, and turn hydrophobic over time[22]. To ensure that each of our devices has the same wetting properties and is hydrophobic we place each device in an oven at 120°C for 36 hours[22] after plasma bonding.

To simulate two-phase flow through porous media we first fill our disordered micromodel with oil (perfluorodecalin, our wetting phase) with a syringe pump. We use two three-way valves (both at the inlet and outlet) to ensure complete removal of air from the system. Once all air has been removed we switch our three-way valves and turn on the water flow (10 µl/min) which will displace the oil in our porous micromodel. We add a colorant (Brilliant Blue) to the water phase to create a large contrast difference between the two phases. We follow the displacement process at the single pore scale, using high-speed brightfield
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Microscopy (utilizing a Phantom v9.1 camera at 500 fps, mounted on a Zeiss microscope equipped with a 2.5x magnification objective). We note that while we use syringe pumps to move the fluid, all experiments are actually quasi-pressure driven, as due to the extraordinarily high capillary pressures in our porous micromodel our syringe pump actually runs at the stall pressure. A pressure-driven process mimics displacement as it occurs in larger porous structures, where pressure gradients are common[19].

We measure the effect of viscoelastic behaviour on the displacement efficiency in our porous micromodel by the addition of different concentrations of polyacrylic acid (PAA) to the water phase (1.250.000 MW, Sigma-Aldrich). To avoid differences in wetting behavior between the water phases containing PAA and the experiments not containing PAA we add a very low amount (0.001 wt%) PAA, which we verify does not induce any viscoelastic behaviour to the water phase. We verify the viscoelastic properties of these various concentrations of PAA by rheology (performed on an Anton Paar MCR 301 rheometer).

We compare the amount of displaced oil for all experiments to the maximum possible amount of water in the micromodel. To obtain an accurate determination of this number we perform an experiment in which we render our device completely hydrophilic before we fill it with water. We first flush the device with a polydiallyldimethylammonium chloride (pDADMAC) solution to ensure maximum hydrophilicity. We subsequently fill the micromodel with our colored water solution and ensure that every part of the device is filled. This image is used as the standard to calculate and compare the the amount of displacement for all experiments. All analysis of images and data is done using custom Matlab routines.

7.3 Results and Discussion

Microscopic images of the micromodel can be seen in Fig.7.2, where for clarity the background (PDMS) is colored in light gray. Figure 7.2 shows a series of images with a 0.2 second interval where we can see the water (black) replacing the oil (white). We can see that displacement occurs as an invasion-percolation process[23], where there is no preferred path for the water to take through the
porous micromodel. We can also see that once the water reaches the end of
the micromodel, which we define as the moment of breakthrough[3], there is
still a significant amount of oil in the micromodel, so called residual-oil-in-place
(ROIP) or residual oil saturation[24, 25, 26]. We can see that the first step in the
displacement process occurs on the timescale of seconds, but the time needed to
displace the ROIP happens on a much slower timescale. In oil recovery a wide
variety of processing aids are used to help displace this ROIP, for example sur-
factants and polymeric thickeners. The usage of any of these processing aids is
referred to as Enhanced Oil Recovery (EOR)[27, 28, 29], all in an effort to reduce
the time needed to displace the ROIP and increase the efficiency with which it is
displaced.

We can quantify this displacement process and these two different timescales
by analyzing every frame and counting the amount of dark pixels (i.e. all parts of
the micromodel where water is present) and dividing this by the total area of the
micromodel, such that the replaced fraction, defined as $X_R$ is 0 when no oil has
been displaced and 1 when the entire micromodel is filled with water. We can
calculate $X_R$ over the entire time range of our experiment, and see how we go
from an almost linear increase on a short timescale, (Fig.7.3a), to a much more
erratic displacement of the ROIP at a much longer timescale (Fig.7.3b). During
the initial displacement, which we will refer to as stage 1, we see that roughly 65%
of the oil gets replaced. Once breakthrough has occurred the ROIP gets displaced
much more slowly, we refer to the displacement of ROIP after breakthrough as
stage 2. Displacement during stage 2 occurs logarithmically, such that $X_R \sim \log(t)$,
and the limit of $X_R \sim 1$ is only reached at $t \sim \infty$.

To understand where the ROIP remains during both stage 1 and stage 2 in
this complex geometry we look at how the oil is displaced spatially. From our
microscopy data we can analyze when water reaches any part of the micromodel
for the first time, for instance when the oil in a pore is initially displaced by water,
this would be seen as the first time water reaches that specific part of the micro-
model. We record at what time this initial displacement occurs and in this way
calculate for every location in the micromodel at what time the first displace-
ment occurs in said location. Based on this time-location data we can color code
our entire micromodel to see at what time every location in the micromodel is
Figure 7.2: experimental time series with $\Delta t = 0.2\,s$, all images show raw microscopy data where the background PDMS is colored light gray for increased clarity.
displaced by water, and where oil tends to remain.

These color-coded maps of our microchannel give us insight into how the various pores and channels are displaced during invasion percolation, and how the ROIP is displaced during stage 2. We can see that initially the water is indeed displacing oil in a percolation process, often observed for flow in porous media (see Fig. 7.3c). It is also clear that the displacing water does not reach every channel or pore in the micromodel: e.g. in Fig. 7.3c we can see where the ROIP remains after stage 1 (all dark red parts are locations in the micromodel where oil remains). Once water reaches the end of the porous structure for the first time the slow, erratic displacement from stage 2 begins. Once stage 2 starts we see that the oil in channels that was not displaced during stage 1 is displaced in an almost step-like fashion. The ROIP in a single channel gets displaced, after which the flow stabilizes for some time before oil in another channel gets displaced. Due to experimental constraints we only observe the first 1000 seconds of stage 2 and see that in this time frame of 1000 seconds roughly 10% of the total amount of oil is displaced, while approximately 25% remains.

During large scale oil recovery changes in productivity are common[30, 29], and the natural productivity of a well decreases with time. These changes in productivity can be linked to our observations in the micromodel. Our first phase is marked by high productivity and removal of easily accessible oil. After phase 1 a significant fraction of oil still remains, which takes much more time to remove, usually requiring the help of multiple processing aids in an industrial setting[27, 28, 29]. In our experiments the actual timescales are very different from those encountered in the oil industry. We observe displacement in seconds and displacement of ROIP in thousands of seconds, while during large scale oil recovery initial displacement takes months, but a well can remain active for decades. Even though our actual times for displacement differ tremendously, the differences in time scales between the two stages are comparable[31]. By understanding what causes these large differences in displacement efficiency during the two different stages we might be able to improve the oil recovery process.

To investigate the apparent differences between the two displacement stages we first take a closer look at how oil displacement occurs during stage 1 and 2. We see that during stage 1 predominantly the oil in pores, and in channels parallel
to the inlet-outlet axis, is displaced. After breakthrough, oil in channels that are oriented away from this inlet-outlet axis starts to be displaced. To quantify this we can define an angle, $\alpha$, for every channel to determine how close to parallel it is in the major flow axis of the microchannel. A channel that is perfectly aligned along the inlet-outlet axis has an angle $\alpha = 0$, while a channel that is completely perpendicular to this major flow axis has an angle $\alpha = 90$.

We can calculate $\alpha$ for every channel in our porous micromodel and combine this information with the displacement maps in Fig.7.3c-d, and correlate the
time at which the oil in a channel is displaced with the angle $\alpha$ of that specific channel. We define the normalized time of displacement as $\Theta$, where $\Theta = 0$ corresponds to the earliest displacement, and $\Theta = 1$ to the last observed displacement that occurs, note that this means that $X_R \neq 1$ for $\Theta = 1$, as we do not observe complete oil displacement. We calculate the average displacement time, $\langle \Theta \rangle$ as a function of $\alpha$, where all values for $\alpha$ are grouped in bins of $5^\circ$. We see that oil in channels with $\alpha \leq 45^\circ$ are displaced early on, mostly during stage 1 in the displacement process. For angles with an $\alpha$ larger than $45^\circ$ we find on average a much later replacement time, as shown in Fig. 7.4a. We note that the average displacement time $\langle \Theta \rangle$ does not go to 1, not even for $\alpha = 90^\circ$, due to the randomness of our micromodel, i.e. while displacing oil in channels with $\alpha \approx 90^\circ$ might not be favorable during stage 1, it does happen as these channels might randomly be in the path the water is taking during this percolation phase.

What causes this preference for channels that align more with the flow direction? We start by looking at the pressure drop over our entire micromodel, $\Delta P$, defined as:

$$\Delta P = \frac{Q \eta L}{\kappa A} \quad (7.1)$$

where $Q$ is the volumetric flow rate, $\kappa$ the permeability of the micromodel, $A$ the total cross-sectional area where fluid can flow, $\eta$ the viscosity and $L$ the length.
of the total connected path the fluid travels. We see that the pressure drop depends on the cross-sectional area and the length of the path that the fluid needs to travel. To minimize $\Delta P$ any path the displacing water will take will thus contain as much pores as possible (due to their larger cross-sectional area compared to a channel), and preferably channels that are along the major flow axis, as this will result in the shortest total length that the displacing water needs to travel.

A lower value of $\Delta P$ in this case indicates that if the displacing water follows such a path it encounters less flow resistance, and thus such a path is more likely to displace early. We see this preference for pores and parallel channels in Fig. 7.3c, where indeed, mostly pores and channels parallel to inlet-outlet axis are displaced during stage 1.

During stage 1 a lot of oil becomes trapped in channels between pores where water is present, forming trapped pockets of oil that are slowly displaced during stage 2. If we look at a close-up of a single pore filling up, we see that the displacing water moves towards a pore from various channels (Fig. 7.4b). Once the water from a single channel reaches the pore the remaining oil is blocked off by the water (Fig. 7.4c), which causes oil to be trapped in the other channels, forming the ROIP (Fig. 7.4d).

These observations give us a starting point to try and improve the displacement efficiency. If we can limit the number of trapped oil pockets, we could reduce the amount of ROIP and thus vastly increase the efficiency of the displacement process. One way to achieve this would be to reduce the variation in times at which water arrives at the pores, such that less oil becomes trapped. We could do this by slowing down the overall time it takes for breakthrough to occur, as that would slow down the water moving through the porous structure. However, simply reducing the water flow rate would not work, to understand why we can look at two dimensionless quantities that play an important role in porous media flows[32]. The capillary number (Ca) which describes the effect of capillary forces due to the creation of interface between two fluids, and the viscosity ratio (M) of the two fluids. These numbers are defined as:[12, 33, 34]

$$Ca = \frac{v \eta_w}{\gamma} \hspace{1cm} M = \frac{\eta_w}{\eta_o}$$ (7.2)
Figure 7.5: (a) effect of shear rate on the viscosity for different fractions of PAA ($X_{PAA}$, wt% given in legend), (b) replaced fraction $X_R$ as a function of time for different fractions of PAA and (c) apparent filling rate $Q_{app}$ as a function of PAA weight fraction $X_{PAA}$.

Where $v$ is the flow velocity, $\eta_w$ is the viscosity of the water phase, $\gamma$ is the interfacial tension between the fluids and $\eta_o$ the viscosity of the oil phase. When both $Ca$ and $M$ are sufficiently high a stable displacement will occur[34]. If we would simply decrease the flow rate $Ca$ would decrease, while $M$ stays constant, which would still not result in a stable displacement.

We can increase both $Ca$ and $M$ at the same time by increasing the viscosity of the water phase $\eta_w$. We increase the viscosity in our system by adding high molecular weight polyacrylic acid (PAA). PAA offers some additional advantages; it will also decrease $\gamma$ as PAA can act as an emulsifier to reduce the interfacial tension between the two phases, addition of PAA also leads to shear thinning behavior, which can help displace oil in porous media[6]. We characterize the viscoelastic behavior using rheology, and see that the viscosity increases by multiple orders of magnitude compared to pure water ($\eta \approx 10^{-4}$ Pa s) when PAA is added (Fig.7.5a). We estimate that $Ca$ varies between $10^{-4}$ and $10^{-2}$ as we go from pure water to the highest viscosity for the water phase. For pure water we find $M \approx 0.1$, $M$ goes to values $> 1$ as the viscosity of the water phase increases. We expect a more stable displacement once $M \geq 1$, thus we should observe a transition as we go from pure water to an increased viscosity fluid.

We now use water with various concentrations of PAA ($X_{PAA}$) to displace oil in our micromodel. We focus on the displacement in stage 1 to see if we can increase the initial displacement of oil prior to breakthrough. We again calculate...
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Figure 7.6: Time sequence of oil in a single pore being displaced, $X_{PAA} = 0.02$, the higher viscosity leads to a more even displacement, where every channel leading up to the pore contributes to the displacement process (a-c), leading to no residual oil in the channels (d) and thus a higher displaced fraction $X_R$.

$X_R$ for every timestep and see a clear increase in both the total amount of oil displaced (i.e. $X_R$ increases) prior to breakthrough albeit at the expense of an increase in time it takes for breakthrough to occur as the viscosity increases, as shown in Fig. 7.5b.

We are able to remove almost 90% of all oil present, therewith vastly reducing the amount of ROIP. We also observe a plateau, implying that increased viscosity will not lead to a complete removal of oil, suggesting that there is an optimum value for the viscosity that balances oil removed with time till breakthrough. The increase in time till breakthrough can be quantified using the slopes of the replacement curves, that are a measure of the apparent flow rate through our porous system, $Q_{app}$. We see that $Q_{app}$ decreases as $X_{PAA}$ increases. We see that by increasing the viscosity we have increased the time till breakthrough, while making the overall displacement more efficient. All experiments are quasi-pressure driven such that a decrease in the apparent flow rate is expected. However, by only reducing the flow rate we would not expect the same result, as this would actually decrease $Ca$ while keeping $M$ constant. We verify that lower flow rates in the absence of PAA indeed yield similar displacement efficiencies as the data shown for $X_{PAA} = 0$ in Fig.7.5b. This means that the increase in efficiency we observe must be a combination of not only a decrease in flow rate but also an effect of the increased viscosity, and most likely the shear-thinning behavior of PAA and the lowered interfacial tension.

We now take a closer look at what exactly changes once we increase the
viscosity of the displacing phase. We hypothesize that the increased viscosity delays breakthrough, and thus the displacing water reaches the various pores more evenly which leads to less trapped oil. If we look closely at what happens when water reaches a single pore from multiple channels (Fig.7.6a) we see that indeed, as the displacing water reaches the pore (Fig.7.6b-c) no oil is trapped, and every channel contributes to the displacement and ensures a complete displacement (Fig.7.6d). In general, it seems that the increased viscosity helps to slow down the overall flow (as indicated in Fig.7.5c) and contributes to a much higher displaced fraction $X_R$ by causing a more even displacement over the entire porous network. A slower phase 1 will thus result in much less ROIP, which results in an overall more efficient process, as displacement of oil during stage 2 is a much slower affair, even compared to the longer time till breakthrough due to the increased viscosity.

Finally, we investigate what locations in our micromodel are now displaced during stage 1, compared to the displacement in stage 1 for pure water. Again we can generate a displacement map (similar to Fig.7.3c-d), but now we look at what concentration of PAA, $X_{PAA}$, leads to displacement of oil in a certain location. We compare each displacement experiment to the experiment with $X_{PAA} = 0$ and see in which additional locations oil is displaced as $X_{PAA}$ goes up. We account for the randomness in our displacement process and micromodel by using the average value, $\langle X_{PAA} \rangle$ at which we expect, on average, oil in a certain channel to displace. We then generate a displacement map where we color code every location based on the average concentration of PAA, $\langle X_{PAA} \rangle$ required to displace oil in that location during stage 1.

When $\langle X_{PAA} \rangle \approx 0$ we see that oil most pores and the channels mostly aligned in the major flow axis are displaced (Fig.7.7a, dark blue areas), similar to the case where $X_{PAA} = 0$ (Fig.7.3d). Once we increase the concentration of PAA we see that oil in channels not parallel with the major flow axis is displaced as well (light blue to green areas in Fig.7.7a). Finally, at a high enough value for $\langle X_{PAA} \rangle$ we see the channels and pores that remain filled with oil at low concentrations are now displaced as well (red areas in Fig.7.7a). To check whether there is a relation between $\langle X_{PAA} \rangle$ and the angle of the channels, $\alpha$, we can calculate the angle that corresponds to each channel where additional oil is displaced (in similar fashion
Figure 7.7: (a) Average fraction of PAA ($\langle X_{PAA} \rangle$) at which a pore or channel fills in the fast displacement regime, (b) correlation between the angle of a channel $\alpha$ with the flow direction and $\langle X_{PAA} \rangle$ at which that channel fills up during the fast displacement regime.

We see that as $\langle X_{PAA} \rangle$ increases the number of channels with a higher value of $\alpha$ where additional oil is displaced increases as well. This shows that a higher viscosity helps to displace oil in those channels that are less aligned with the inlet-outlet axis (see Fig. 7.7b). This confirms that the additional oil displacement mainly comes from the areas of the porous microstructure that would normally be displaced during stage 2 (Fig. 7.3b and d), thus vastly reducing the amount of ROIP.

Conclusion

In this Chapter we show a microfluidic approach to study a random microporous structure in which a wetting phase (oil) is displaced by a non-wetting phase (water). This yields interesting insights about the relation between the structure of the porous system and fluid behavior. We show that two stages exist on two very
different timescales for the displacement process. Until breakthrough occurs, the amount of oil displaced per unit time is practically linear. After breakthrough, the residual oil in place (ROIP) is displaced erratically as oil in separate channels is quickly displaced, followed by stabilization of the flow. This process repeats as more and more oil in various channels is displaced.

By tuning the viscoelastic properties of the displacing fluid we can change this behavior dramatically and ensure an almost complete displacement of oil during the short regime, with only a low fraction of ROIP. We attribute this effect to the slowing down of the linear regime till breakthrough, leading to less trapped oil in various side channels by the displacing water. These results give us new insights into the complex problem of two-phase flows in porous media and could help to improve efficiency in a wide range of processes, for instance more efficient oil recovery. These micromodels could also prove a valuable tool to investigate the effects of small contaminants in the displacing phase, which could lead to severe clogging of the entire porous structure.
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Sticky Squishy & Stuck
Light from Within; Sensing Weak Strains and femtoNewton Forces in Single Molecules

Weak mechanical forces acting on individual molecules are in control of a wide variety of (bio)chemical and physical processes. The spatially inhomogeneous nature of these forces has a profound effect on the structure and mechanics of soft and biological materials. Yet, the lack of methods to probe sub-picoNewton forces at high resolution leaves our understanding of these effects incomplete. Here, we solve this challenge by demonstrating macromolecular strain sensors that are capable, after suitable conversion of the strain-optical signal, of reporting forces as low as 300 femtoNewtons in grayscale and at the scale of single molecules. Our approach breaks existing molecular force detection thresholds by a factor of 100. This approach opens the way to illuminate very weak and inhomogeneous forces in materials from within.

This chapter was published as:
8.1 Introduction

Mechanochromatic molecules, which produce an optical signal in response to a mechanical stress, hold the promise to act as molecular mechanosensors for the non-invasive visualization of molecular mechanics deep within complex materials. This would ultimately enable a deep insight into the mechanisms by which mechanical cues at the molecular scale, e.g., govern biological mechanotransduction[1, 2], control structure formation in supramolecular self-assembly[3, 4, 5] and dictate how solids deform and ultimately fail[6, 7]. Many of the existing molecular mechanosensors are based on small molecules with a binary on/off response, which is triggered by a change in chemical structure that is often irreversible[8, 9, 10]. The threshold forces required to provoke a significant change in optical signal are relatively large, in the range of hundreds of pNs to nNs [11, 12, 13]. Such mechanosensors have been successfully used to probe the large forces emerging during the failure of tough solids [10, 8, 14]. However, the governing forces in soft and biological materials, such as hydrogels, supramolecular nanostructures or cells and tissues, are orders-of-magnitude weaker, which means that other approaches are required. Advances to lower the force threshold and compatibilize molecular sensors with soft and biological matter have been made by the development of biomolecular force sensors[15, 16]. For example, dye-labelled DNA duplexes that de-hybridize beyond a critical tensile force can give rise to a binary response corresponding to the two states [17], with force thresholds in the tens of picoNewtons. In most soft materials and biological systems, the spatial inhomogeneity of weak forces down to the molecular scale is crucial in governing the complex behaviour that is observed at larger scales. Thus, ideally, molecular sensors should be operational and detectable at the scale of single molecules. Despite immense progress in mechanochemistry[14, 18], no approaches exist to date to probe forces at the scale of single molecules in the picoNewton range and below that produce not merely a binary signal but that can be read-out in grayscale, to enable a quantitative mapping of force inhomogeneities at the smallest scale.

In this Chapter, we demonstrate grayscale strain sensing in single mechanochromic conjugated polymers, which, after conversion of the strain-optical signal, gives rise to a force detection threshold of \( \sim 300 \text{ fN} \). We use single-molecule
Figure 8.1: Schematic image of an acceptor-doped donor chain at different degrees of chain extension. b) Structure of the donor polymer poly(diocytfluorene-alt-benzothiaziazole) (green), randomly doped with the acceptor DTBT (pink). Here, we use the same compound in polymeric (FS1) and oligomeric (FS2) form, with FS1: \( M_w = 30.3 \text{ kg/mol}, \text{PDI} = 1.82, \) with on average \( \langle m \rangle \approx 55, \langle n \rangle \approx 47 \) and \( \langle \alpha \rangle \approx 8 \) and FS2: \( M_w = 1.9 \text{ kg/mol}, \text{PDI} = 1.12, \) with \( \langle m \rangle \approx 4, \langle n \rangle \approx 3 \) and \( \langle \alpha \rangle \approx 1 \), c) absorption (blue line) and emission (filled green) spectra of the isolated donor F8BT and absorption (filled pink) and emission (red line) of the acceptor DTBT, showing the overlap between donor emission and acceptor absorption (shaded grey) where energy transfer occurs.

hyperspectral imaging to quantify the mechano-optical response of doped conjugated polymers within mechanically strained polymer solids down to the molecular scale, breaking the detection thresholds of existing mechanosensors by a hundredfold [11, 12, 13, 15, 16, 17]. Moreover, we combine our experiments with computer simulations to establish the design rules for single-polymer force sensors and to interpret our experimental data in terms of the strain-dependent segment density radial to the backbone. This results in a quantitative agreement between model and experiments without any adjustable parameters. Finally, we demonstrate how information on the distribution width in the energy transfer function in a population of single chains can be used to quantify the degree of mechanical inhomogeneity within a polymer solid. Our results establish the principle of single-molecule grayscale strain sensing at the sub-picoNewton scale and open the way to the non-invasive and high-resolution mapping of inhomogeneous strains deep within soft and biological matter.
8.2 Results

Designing a single-molecule grayscale mechanosensor

A molecular mechanosensor exhibits two features: i) a force-responsive element in the molecular design, capable of stress-induced conformational changes and ii) an optical read-out to probe the molecule’s conformational state. Mechanosensors in which mechanical stress induces a binary conformational change will exhibit an on/off optical response. To achieve a grayscale mechano-optical response a continuous conformational change with increasing applied load is required; this is easily achieved using linear macromolecules that act as entropic springs. Polymer chains resist mechanical extension as a result of the associated reduction in their conformational entropy[6]. Thus, polymers are entropic springs whose conformation evolves continuously with the applied force (Fig.8.1a), from a coiled configuration at zero force to a linear string of monomers at larger forces.

Stretching a chain from a coiled to an elongated conformation leads to a reduction in the local monomer density radial to the backbone [19, 20]. In principle, chemically attaching donor-acceptor pairs for Förster resonant energy transfer (FRET) to an optically inert polymer chain, could convert this change in segmental density to a grayscale optical signal. This energy transfer mechanism operates through the transfer of excited state energy from a donor to an acceptor chromophore by means of a dipole-dipole coupling, which decays with the sixth power of distance between the acceptor and donor. However, small molecule fluorophores, which can be covalently tethered to a polymer backbone, suffer from sensitivity to photobleaching. This places limits on the time during which a single molecule can be observed, and thus on the accuracy with which optical signals can be detected.

We resolve this by using conjugated polymers, in which the semiconducting backbone acts as a string of donors, along which we place a small number of acceptor molecules as dopants, randomly positioned along the chain (Fig.8.1a). This approach offers two benefits: i) the entire chain is auto-fluorescent so that the total emission output of a single chain is large and ii) conjugated polymers are relatively photostable[21], enabling extended acquisition times. The combin-
RESULTS

Amplification of these effects accomplishes a high signal-to-noise ratio in single-molecule experiments\([21\). While a coupling between chain conformation and optical response also exists in conjugated homopolymers\([22, 23, 5\), amplification of the mechano-optical response by means of acceptor doping enables a more accurate and quantitative read-out.

We use poly(\textit{fluorene-alt-benzothiadiazole}) (F8BT) as the donor backbone, doped with dithienyl-benzothiadiazole (DTBT) monomers as acceptors, which have been copolymerized in the chain (see Fig.8.1b and Appendix). This design features a relatively low stiffness as compared to other semiconducting polymers, with Kuhn lengths of order 6-8 nm \([10, 25, 26\), making it suitable for use as an entropic spring. Absorption and emission spectra of the pure donor and acceptor chains illustrate their suitability as an energy transfer pair due to the overlap between donor emission and acceptor absorption (Fig.8.1c), with a Förster radius of $r_F = 4.9$ nm (see Appendix). While the donor chain F8BT is composed of an alternating backbone of two monomers, excitation of the \textit{fluorene} subunits at $\lambda_{ex} = 405$ nm leads to pure green emission from the benzothiadiazole chromophores. Copolymerization of donor and acceptor monomers within a single chain and subsequent Soxhlet fractionation leads to polymers (FS1, $M_w = 30.3$ kg/mol) that act as single-molecule strain sensors, as we will show below. In addition to energy transfer within the polymeric coil through the medium, excitonic energy transfer between donor and acceptor chromophores along the conjugated backbone also occurs \([11\). This leads to a baseline of acceptor emission upon donor excitation, even when the chains are fully extended. As we probe relative changes in the overall energy transfer ratio, this does not affect our results.

Simulating molecular strain sensors

To explore how the mechano-optical response of these strain sensors depends on their chemical design, we perform highly coarse-grained Monte Carlo simulations of single chains (see Methods and Appendix). We note that in reality, quantum mechanical effects resulting from chain stretching, the alignment of transition dipoles of monomers within the chain and a modest increase in effective conjugation length may all play a role in governing the optical response of
Figure 8.2: a-c) Histograms of energy transfer efficiency $E$ for chains with $N_A = 5$ and $N_D = 45$, for 500 simulated chains per histogram, at different strains $\epsilon$; solid lines are fits to a Gaussian distribution. d) Strain-sensing curve for randomly-doped chains with $N = 50$ at different degrees of acceptor-doping, as indicated. e) Converted force-optical response curve of $E/E_0$ as a function of the stretching force (legend as in d). f) Strain-optical response as a function of chain length $N$, for randomly doped chains (filled symbols) and sequence-controlled chains (open symbols) with a doping fraction of 0.1. g) Width $\sigma$ of the energy transfer histogram for $N = 50$, for random (filled symbols) and sequence-controlled chains (open symbols). Error bars indicate the 95% confidence interval. h) Illustration of the blob-picture for chain stretching, modelling the chain as a string of blobs (dotted circles), where the energy transfer volume is indicated in orange.
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our conjugated polymers to stretching; in our model, we only consider through-space energy transfer, and as we will show below, this provides a good quantitative, parameter-free, agreement with our data. Thus, while additional mechanisms cannot be ruled out, the energy transfer through the dielectric medium appears to be the dominating effect. A fully quantitative analysis of these strain sensors would require atomic-level resolution molecular dynamics simulations coupled to quantum mechanical orbital calculations, which is computationally expensive and thus prohibits the screening of a large parameter space, required to establish the chemical design rules. As this is our purpose here, we use a highly coarse-grained approach.

In short, the chains are modelled using the Kremer-Grest model [9], coarse-grained to the level of freely-jointed Kuhn segments with excluded volume and extended to different end-to-end distances $L$. The validity of the use of a freely-jointed chain (FJC) model to describe conjugated polymers based on polyfluorene was established in previous experiments, where the FJC model was shown to accurately capture the chain conformations[29]. We define an extensional strain as $\epsilon = L - \frac{< L_0 >}{< L_0 >}$, with $< L_0 >$ the root-mean-square end-to-end distance in the absence of a force. Intrachain energy transfer is described by a modified Förster equation which computes the chain-average energy transfer efficiency between all donor-acceptor pairs. We construct histograms of the energy transfer ratio $E$ as a function of the strain $\epsilon$ imposed on the chain. We observe how the mean value of $E$ shifts to lower values as $\epsilon$ increases (Fig.8.2a-c). This mechano-optical coupling is a direct manifestation of the reduction in monomer density in a volume around each donor group as the chain transforms from a coiled to an extended conformation. We fit the histograms to a Gaussian function (solid line in Fig.8.2a-c) to extract the mean, normalized to that at zero strain $\epsilon = 0$, to find the mechano-optical response curve $\frac{E}{E_0}(\epsilon)$.

Donor chains randomly doped with acceptors show the proposed grayscale force sensing, with an optical signal that decays gradually as the strain on the single chains is increased (Fig.8.2d). The sensitivity of the coupling depends on the extent of acceptor doping. For chains with few acceptors, the optical signal decays much more steeply than for chains highly doped with acceptors (Fig.8.2d). This allows tailoring of the sensitivity with which strains can be probed at the
single-molecule level. Using the freely-jointed chain model, previously shown to accurately capture the chain conformations of these polymers[29], and reported values for the stiffness of our experimental design[10, 25, 26], we convert $\epsilon$ to a force scale (Fig.8.2e). This calculation highlights the theoretical possibility of using acceptor-doped donor polymers to detect forces in the (sub-)pN range.

The energy transfer efficiency $E$ is a direct probe for the local segmental density, which can be seen from an intuitive argument. Our chain consists of $N$ segments, made of $N_D$ donors and $N_A$ acceptors. To first order we can separate the donor segments into a population which is within a Förster radius distance to an acceptor $n_{D>A}$ and thus transfer all of their energy to the acceptor and a population out of reach of acceptors $n_D$, such that $N_D = n_D + n_{D>A}$. To first order, the population $n_D$ transfer none of their energy to acceptors and thus contribute $E = 0$ to the chain-mean and the segments $n_{D>A}$ transfer all of their energy and thus contribute $E = 1$ to the chain mean. The chain-averaged energy transfer efficiency, which is the quantity we measure, can thus be expressed as:

$$E \approx \frac{n_{D>A} N_A}{N_D} \cdot 1 + \frac{n_D N_A}{N_D} \cdot 0 = \frac{n_{D>A} N_A}{N_D}.$$  

We can define a local segment density from the number of monomers with a volume with dimensions of the Förster radius $r_F$ as

$$\rho = \frac{n_{D>A} N_A}{r_F^3} = \frac{E N_D}{N_A r_F^3}.$$  

Thus, the energy transfer efficiency we measure is a direct proxy for the local segmental density at a length scale $r_F$ within the polymer chain.

The width $\sigma$ of the energy transfer histograms is a manifestation of population heterogeneity, caused by three contributions. I) The conformational entropy of the chain gives rise, for a given strain, to a large number of possible conformations, which vary in their local segmental density. II) Random placement of acceptors leads to chemical heterogeneity that contributes to $\sigma$. III) Polydispersity could contribute to heterogeneity if the mechano-optical response depends on chain length $N$. To evaluate these effects, we compare chains with random and sequence-controlled placement of the acceptors as a function of overall chain length $N$. Indeed, we find a change in the strain-response curve with changes in chain length (Fig.8.2f), giving further handles to tailor the range and sensitivity of the mechano-optical coupling but also highlighting the adverse effect of polydispersity on the distribution width. While very long chains will have a relatively high force threshold to provoke a measurable optical response, too short
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chains will no longer exhibit significant conformational degrees of freedom thus suppressing the mechanosensing effect.

Interestingly, random acceptor placement and sequence-controlled acceptor placement, at equidistant sites along the backbone, have the same effect on the mean energy transfer efficiency (Fig. 8.2f). By contrast, the width $\sigma$ decreases by a factor of 2 when sequence-controlled chains are used (Fig. 8.2g). For chains with a sequence-controlled backbone at a given chain length, only the entropic contribution to population heterogeneity remains; in this case, the width directly reflects the conformational entropy $S_c$ for the polymer. Indeed, we observe how the width decreases as the chains are stretched further (Fig. 8.2g) evidencing the reduction in chain conformational entropy [6].

Experimental realisation of single-molecule grayscale strain detection

These simulation results suggest that very weak mechanical forces can be probed in single macromolecules. To establish this concept experimentally, we use sensor polymer FS1 (Fig. 8.1b) that is fractionated using solvent-gradient Soxhlet extraction to reduce the polydispersity and obtain a high-molecular weight sensor. We optically probe individual chains using single-molecule emission spectroscopy. Single conjugated polymers are excited with a circularly polarised $\lambda_{ex} = 405$ nm laser and detected on a hyperspectral camera, consisting of an Andor Zyla sCMOS chip equipped with a tunable liquid crystal bandpass filter, as illustrated in Figure 8.3a. We record image hypercubes, each of which contains several diffraction-limited images of single conjugated molecules (Fig. 8.3b). To probe the mechanical perturbation of single polymer chains within a solid material, we embed our sensor polymer in a cast polystyrene (PS) film at 0.83 ppm, which we subsequently strain in extension at a predefined extensional strain by placing the solid PS films in a home-built tensile stretcher. The entire device is heated to just above the glass transition temperature, $T_g = 105^\circ$ C, of PS to result in a stretchable film susceptible to extension at low stresses. Upon achieving the desired extensional strain, we rapidly cool the sample to below the matrix $T_g$ to fix the strained chain conformations of the molecular sensors; since the experiments are conducted well below the glass transition point, $T_g - T = 80^\circ$ C, the sensor chains are expected to be completely frozen and represent a single
Figure 8.3: a) Experimental set-up for hyperspectral single-molecule imaging, with widefield illumination of a circularly polarised 405 nm (18 mW) laser beam and hyperspectral detection using a sCMOS camera connected to an electrically-tunable liquid crystal bandpass filter. b) Diffraction-limited image of a single mechanosensor molecule at different spectral slices as indicated. c-e) Example single-molecule fluorescence spectra (blue) showing the emission of individual chains exhibiting different degrees of energy transfer; red solid line is a fitted deconvolution to extract the energy transfer efficiency $E$. f) number of diffraction limited single-molecule images per frame as a function of polymer concentration $c$ in the PS matrix. g) photoluminescence intensity time trace for a single conjugated polymer, indicating the absence of blinking or bleaching even during prolonged excitation.
static conformation. Thus, to achieve statistical insight, ensemble averaging is performed after the single-molecule measurements. For the experimental data, $\epsilon = h - h_0 / h_0$ denotes the macroscopic strain imposed on the film, with $h_0$ and $h$ the film dimension along the extension axis prior to and after stretching, respectively.

To confirm that we probe only single polymer chains, we first determine the linearity of the number of fluorescent objects per image as a function of dilution, as proposed previously [30]. We indeed find a linear relation up to concentrations of 3.5 ppm of molecular sensor with respect to the PS matrix (Fig. 8.3f), indicating that aggregation or segregation of the sensor polymers within the transparent matrix is absent in this regime. We prepare our samples well within the linear regime at $c = 0.83$ ppm. Furthermore, for all of the diffraction-limited spots we analyse to extract single-molecule fluorescence spectra, we confirm that their absolute intensities are approximately equal.

The macromolecular strain sensors are remarkably photostable during prolonged illumination, without the necessity to remove oxygen from the sample or surroundings, add anti-fading agents or to work at low temperatures. We find that, even after $> 3000$ s of continuous excitation at 405 nm, we find no signs of photobleaching or blinking (Fig. 8.3g). Thus, within the 60-100s interval required to record a single-molecule hyperspectral image cube, photo-oxidative processes can be ruled out.

Fluorescence spectra of single chains (Fig.8.3c-e) show distinct donor ($\lambda = 525$ nm) and acceptor ($\lambda = 625$ nm) peaks whose intensity ratio changes upon stretching. To determine the energy transfer ratio, we first deconvolve the experimental spectra using a Monte Carlo least-squares fitting algorithm (solid lines Fig.8.3c-e) and determine $E$ as the ratio of acceptor emission to the total emitted intensity. Interestingly, the experimental histograms of $E$ confirm the mechano-optical coupling proposed above, with the mean energy transfer ratio decreasing with tensile strain (Fig.8.4a-b).

Plotting the relative energy transfer efficiency $E / E_0$ from our experimental data as a function of strain for FS1 evidences their capability of reporting strains in grayscale at the molecular scale (Fig.8.4c). We observe an apparent plateau at low strains, as found also for the simulations, and discussed below. At strains of
Figure 8.4: a-b) Histograms of energy transfer $E$ from single-molecule experiments on $n$ chains for FS1 in the unstrained ($\epsilon = 0$, a) and strained ($\epsilon = 1.71$, b) states. Solid lines are fits to a Gaussian distribution. c-d) Experimental strain-optical response curve for FS1 (closed circles,c) and FS2 (squares,d) and a comparison with simulations without adjustable parameters (open circles, c), inset in d) shows an energy transfer histogram for FS2 ($n = 169$, $\epsilon = 1.71$). Error bars indicate the standard deviation of the measured $E$ over $n$ samples. (e) Width of the distribution of donor-acceptor distances $\sigma_E$ (see main text), normalized to the zero-strain case $\sigma_{E,0}$, for experimental data (FS1, closed symbols) and corresponding simulations (open symbols). Dashed lines are a guide to the eye. (f) Amplitude of non-affinity $\sigma_{E,NA}$ as a function of strain, see text for definition. Line is a linear scaling as predicted theoretically.
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$\epsilon > 0.5$, the mechano-optical signal becomes significant and measurable, with $E/E_0$ decreasing with increasing extensional strain.

Our experimental data can be quantitatively described by the simulations without any additional adjustable parameters. To do so, we determine the Förster radius for FRET between donor and acceptor to be $r_F \sim 4.9$ nm (see Appendix). For the polymer used here, the Kuhn length is 6-8 nm, found both in theoretical and experimental studies [10, 26, 25, 29], so that the number of Kuhn segments in FS1 is $N \approx 14$. While this is quite short within the coarse-grained Kremer-Grest approach, typically used to describe chains consisting of many Kuhn segments, we still find that, using independently-determined input values, that the MC simulations describe the experimental data quantitatively without free fitting parameters (Fig.8.4c). This quantitative agreement supports the validity of the FJC model for these polymers, as also established previously[29], and confirms that the strain sensing effect is caused predominantly by changes in intrachain FRET, attenuated by stretch-induced changes in local segment density radial to the polymer backbone.

We note that conjugated homopolymers also exhibit a coupling between optical signal and chain conformation. Depending on the type of polymer, its intrinsic stiffness, the presence of interchain energy transfer and its aggregation state, large spectral shifts have been identified. Here, we eliminate interchain communication by working in extremely dilute conditions (0.83 ppm). We also confirm that the chains in the PS matrix are not collapsed; collapsed chains, created by adding a non-solvent to a solution of these polymers, exhibit pure acceptor emission due to enhanced energy transfer. In our single-molecule experiments we have not observed any molecules which exhibit pure acceptor emission, indicative of a swollen conformation; indeed, previous studies have indicated that casting films from a good solvent (chloroform) retains the swollen native chain conformation in the solid film[22]. The mechano-optical response in conjugated homopolymers can also emerge from stretch- or aggregation-induced changes in the effective conjugation length, which results in significant, often bathochromic, spectral shifts[22, 31, 32, 33, 34, 35, 36]. These effects have previously been used for creating a wide variety of binding sensors[37, 38, 39, 5]. However, here we do not observe any bathochromic redshift, and the positions
of the two emission peaks remain constant at the exact position where we find emission of pure donor or pure acceptor polymer (Fig. 8.1c). We observe the change in relative intensity of two emitting species (donor and acceptor) around an isosbestic point, further lending support to the idea that these effects are predominantly caused by through-space energy transfer. Finally, it is reported that for the specific backbone we employ here, poly(fluorene-co-benzothiadiazole), conformational changes result only in very minor spectral shifts if no acceptor moieties are present [40, 41]; the FRET-induced changes we observe in our experiments occur between two emission bands separated by 100 nm. Thus, the effects we observe can only be interpreted based on a FRET mechanism.

These single-molecule strain sensors based on entropic elasticity and intra-chain energy transfer, offer significant advantages over existing strain and/or force-sensing molecules. For example, the threshold forces required to elicit an optical signal are very low. The sensitivity to weak forces derives from the purely entropic origin of the spring-like behaviour of polymer chains. In complement to the simulations (Fig. 8.2e), an order-of-magnitude estimate of the force limits of these sensors can be derived from Gaussian polymer statistics. If we assume a linear response, a chain of \( N \) Kuhn segments of size \( a \) will have an entropic spring constant \( k = k_B T/Na^2 \). Without applied force, the chain adopts a coiled conformation with radius of gyration \( R_g \sim \sqrt{Na} \). Stretching the chain to a new, elongated, dimension \( R \), requires a force \( f = k(R - R_g) \sim (R - \sqrt{Na})k_B T/Na^2 \). The spectral shifts saturate when the chain is stretched to its contour length \( L_c = Na \). This gives a maximum measurable force \( f_{max} = (Na - \sqrt{Na})k_B T/Na^2 = k_B T/a(1 - 1/\sqrt{N}) \). For our macromolecular sensor with \( a = 5.9 \) nm and \( N = 14 \), this yields \( f_{max} = 1 \) pN.

In reality, when the semiflexible sensor chain becomes significantly stretched, finite-extensibility and non-linearities become important, so that the real force range is larger. Due to the quantitative mapping onto the simulations (Fig. 8.4c) we can calculate the force range corresponding to the strain axis in the experiments. For our experimental system, strains of \( \epsilon = 0.7 \) or larger give an optical signal in \( E/E_0 \) that can be measured with significance in a single chain (see Fig. 8.4c). We thus compute our minimum force detection threshold to be as low as \( \sim 300 fN \). The force maximum when the chain is stretched to around its con-
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tour length is $\sim 5$ pN. This highlights how forces can be deduced in single macromolecular sensors across more than one decade in force due to the non-linear force-extension law, despite the limited range in $\epsilon$.

Importantly, our semiconducting entropic spring approach increases the force resolution of existing molecular force sensors by almost a factor of 100, as compared to the most sensitive DNA-duplex based mechanosensors, which have threshold forces of around ten pN[17], and even more as compared to synthetic force sensors based on bond rupture, featuring threshold forces of $>100$ pN extending to well into the nN range[11, 12, 13].

Both in simulations and experiments, we observe a strain-independent plateau at low $\epsilon$ (Fig.8.2f & Fig.8.4c). This can be explained by considering the stretching of a polymer chain within the Pincus blob description[19], in which the polymer is approximated as a chain of 'blobs' of size $\xi$, within which the chain configuration remains unperturbed. Thus, $\xi$ sets a length scale below which the stretching has no effect on the chain conformation. In the unstretched state, $\xi = R_g$, the relaxed coil size of the chain, whereas $\xi$ decreases as the chain is extended further (see illustration in Fig.8.2h). Energy transfer occurs in a volume around each donor monomer, whose size is set by the Förster radius $r_F$. For low strains, the blob size $\xi$ is much larger than $r_F$, so that small increments in strain do not lead to significant changes in acceptor density around a donor, resulting in a strain-independent optical response. By contrast, when $\xi < r_F$, upon increasing the strain, each small increment in $\epsilon$ leads to a change in the local acceptor density and produces an optical signal. This explains the transition from a plateau at low strains to a decreasing $E/E_0$ at larger $\epsilon$. The crossover strain thus marks the chain extension where the blob size becomes equal to the Förster radius.

Our approach relies on the conformational entropy of the chain to establish a mechano-optical coupling. This implies that chains whose contour length is of the order of the persistence length, so that the chain is already stretched in its unstrained conformation, should not exhibit any optical change in response to mechanical stress. To test this implication, we use oligomers with an identical chemical composition as the strain sensing polymers, which differ only in their molecular weight. This is accomplished by Soxhlet fractionation of the crude reaction product. The monodisperse oligomers (FS2, $M_w = 1.9$ kg/mol) are
obtained as the hexane fraction and have a contour length approximately equal
to the Kuhn length [10], so that the effective chain length \( N \approx 1 \). We repeat
the experiments described above, by encasing the oligomers in a PS film and
stretching the film to a series of pre-defined extensional strains. Indeed, these
rigid-rod molecules show no mechano-optical coupling indicated by the plateau
in \( E/E_0 \) even at high strains \( \epsilon > 1.5 \) (Fig.8.4d), confirming the entropic origin
of the mechano-optical coupling in these single-molecule macromolecular strain
sensors.

**Molecular non-affinity measurements**

Finally, we explore the possibility that the stretching of a macroscopic piece of
material may not lead to a uniform stretching of the molecules within this ma-
terial. Descriptions of the mechanics of polymeric solids often assume that an
applied deformation at the macroscopic scale, translates to a homogeneous de-
formation of each small element of that solid, down to the molecular scale; this
is known as the assumption of affine deformation. However, in recent years it
has become very clear that this is most often not the case. Rather, a homogen-
eous macroscopic strain is thought to lead to an inhomogeneous stretching of the
polymer chains within the material, due to the spatial heterogeneity in the micro-
structure of such disordered solids[42]. In fact, this has also been predicted to oc-
cur specifically for the case of glassy polystyrene as used in our experiments[43].
Such a non-affine deformation would lead to a distribution of stretching degrees
of the polymers within the material. This is now thought to play a crucial role in
the mechanics of a wide variety of polymeric materials, ranging from biopolymer
networks[44] to glassy polymers[45] and hydrogels[46].

As non-affinity leads to a heterogeneous distribution of stretching degrees,
in our experiments this should lead to a broadening of the energy transfer hist-
ograms with increasing strain. To evaluate non-affinity quantitatively, we first
extract the width \( \sigma_E \) of the \( P(E) \) histograms; as described above, since \( E \) is
proportional to the local segment density at a scale of the Förster radius, \( \sigma_E \) is a
direct measure for the inhomogeneity in the segmental density across different
chains in the ensemble.

The relative change in the distribution width \( \sigma_E/\sigma_E(\epsilon = 0) = \sigma_E/\sigma_E,0 \)
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contains two contributions: i) the affine part $\sigma^A_E$, which leads to a reduction in width as the local segmental density decreases with increasing extension and ii) the non-affine contribution $\sigma^{NA}_E$, the quantity of interest. In the simulations, we only have the affine contribution $\sigma^A_E$, as this condition is enforced. Indeed, the simulation data show a significant decay of $\sigma_E/\sigma_{E,0}$ (open symbols in Fig.8.4e). By contrast, the experiment contains both contributions, and shows a distinct broadening (closed symbols in Fig.8.4e), which thus must be due to non-affinity. To extract the contribution of non-affinity, as a direct measure for the amplitude of non-affine deformations, we can extract $\sigma^{NA}_E$ by comparing the affine limit of simulations with the experimental data: $\sigma^{NA}_E = \sigma_E - \sigma^A_E$.

Interestingly, we find that the amplitude of non-affinity increases linearly with the applied strain (Fig.8.4f). This is in direct agreement with theoretical predictions for glasses[47]. While such a linear scaling was recently confirmed in experiments on colloidal glasses[48, 49], direct measurements of non-affinity had remained intractable experimentally for (macro)molecular systems. This highlights how our approach is not only able to measure strains, and by suitable conversion very weak forces, but that it can also give direct insight into mechanical non-linearities such as non-affine deformations, at the molecular scale.

8.3 Discussion

Using a combination of simulations and single-molecule fluorescence spectroscopy experiments, we have demonstrated high-resolution single molecule strain sensing using doped semiconducting polymers as grayscale optomechanical sensors with threshold detection forces as low as $\sim 0.3$ pN. In direct analogy to most macroscopic force sensors, these molecular sensors are primarily strain sensors, and only become force sensors after suitable conversion of the force-extension behavior. In this Chapter, we have engineered a specific class of semiconducting polymers to perform this task. Semiconducting polymers are excellently suited due to their high photostability that enables the collection of single-molecule fluorescence spectra at a high signal-to-noise ratio. However, the concept we have demonstrated is not limited to this specific chemistry. For example, the attachment of multiple small molecule donor and acceptor dyes to the backbone
of an optically-inert flexible polymer would give a virtually identical approach, extending the possibilities to a much wider range of chemistries and possible applications. To highlight the broadness of our approach, we have performed additional MC simulations of such a dye-labelled flexible polymer in which the inert backbone is decorated with only a few donors and acceptors. Also for this scenario, a very similar strain-optical response curve is found, which can also be tailored by the number of donor and acceptors along the chain (see Fig.8.12 in the Appendix). We note however, that the use of semiconducting polymers, as we have done here, offers some strong advantages over the use of small molecule FRET pairs bound to an inert backbone; in particular their excellent photostability that enables extended observation of a single molecule, while the extent of a single-molecule FRET measurement is often restricted by their relatively rapid photobleaching.

The possibility of detecting such weak forces at the molecular scale using non-invasive hyperspectral imaging opens the way to the quantitative mapping of molecular mechanics within a wide variety of materials, for example to unravel the microscopic mechanisms of failure and repair. The chemical functionality of our conjugated molecular sensors can be readily tailored using the polymer side chains, for example to enable their covalent crosslinking within elastomers [50] or to render them watersoluble and biocompatible [51, 37, 5, 38, 52]. Recent advances in polymer chemistry have focused on methods for preparing well-defined sequence-controlled polymer architectures [53]; application of these methods to strain-sensing conjugated polymers could open the way to reduce population heterogeneity to further increase the fidelity and accuracy with which microscopic strains can be detected and visualized.

8.4 Materials and Methods

A detailed description of the synthesis protocols, experimental & theoretical methods and data analysis routines, including additional data, can be found in the Appendix. Simulation algorithms and analysis routines, implemented in Matlab, are available on request from the authors.
Macromolecular strain sensors.

The strain sensing polymer consists of poly(dioctyl fluorene-alt-(benzothiadiazole-co-dithienyl benzothiadiazole)) which is prepared using a standard Pd-catalysed Suzuki-Miyaura polycondensation [54]. Low molecular weight impurities and catalyst are removed from the reaction product by extensive Soxhlet extraction against methanol and acetone, yielding a crude yet purified product with $M_w = 24.5 \text{ kg/mol}$ and PDI = 2.08 at a yield of $\approx 80\%$. To obtain the oligomeric and polymeric strain sensors, we further fractionate the crude product using a sequential gradient from mediocre to good solvents. The oligomer FS2 is obtained as the hexane fraction with $M_w = 1.9 \text{ kg/mol}$, PDI = 1.12 and yield = 76 mg, and the polymer FS1 as the chloroform fraction with $M_w = 30.3 \text{ kg/mol}$, PDI = 1.82 and yield = 255 mg.

Single-molecule spectroscopy.

We perform single-molecule measurements on a home-built hyperspectral microscopy set-up constructed on a Nikon inverted microscope with a 100x oil immersion objective. Samples are excited using a circularly-polarised and expanded $\lambda = 405 \text{ nm} (18 \text{ mW})$ laser diode (Thorlabs). The emission light is recorded on a hyperspectral camera consisting of a Kurios liquid-crystal tunable bandpass filter mounted onto an Andor Zyla 5.5 sCMOS camera. The tunable bandpass filter can be tuned at wavelengths between 420 and 730 nm. The optical response of the hyperspectral detection system is calibrated against a toluene-dissolved mixture of three different conjugated polymers to span the accessible spectral range, benchmarked onto spectra for identical solutions recorded on a conventional Cary Eclipse fluorescence spectrometer. Triggering between camera and tunable bandpass filter enables sequential acquisition of three-dimensional image hypercubes at typical exposure times of 200-400 ms/frame; giving a total acquisition time for each hyperspectral image cube of 60-100 s. Image data is processed using home-written Matlab analysis routines for spectral correction and background subtraction to establish a fluorescence spectrum for each single-molecule diffraction limited spot in the images. Samples are prepared by film casting polystyrene (PS, $M_w = 350 \text{ kg/mol}$) solutions at 5% by weight in chloroform doped with 0.83 ppm of the conjugated polymer. Dried films are rapidly
stretched in a tensile stretcher brought to just above the glass transition point of the PS matrix and cooled to fix the strained chain conformations. Film segments are encased in optical-grade epoxy resin (Norland 68) and mounted onto microscope coverslips for use in the experiments. We ensure that only single molecules are observed by sufficient dilution to parts-per-millions level, further verified by measuring the linearity of spot number density versus concentration (see Fig. 8.3f and Appendix) to confirm the absence of aggregation or segregation [30]

Monte Carlo simulations.

We simulate the stretching of individual chains of \( N = N_A + N_D \) Kuhn segments, composed of \( N_D \) donors and \( N_A \) acceptors, using Monte Carlo simulations of the Kremer-Grest model [9], which combines weakly repulsive beads as coarse-grained monomers, connected along the linear polymer backbone by finitely-extensible springs (see Appendix for details). After extending and equilibrating the chain at a pre-defined end-to-end distance \( L \), we generate 500 statistically-independent snapshots of equilibrium chain conformations for each given value of \( L \). For the simulations, we adopt a microscopic definition of the extensional strain on a molecular basis as \( \epsilon = (L - L_0)/L_0 \), with \( L_0 \) the end-to-end distance in absence of mechanical stretching. For affine deformations, the experimental and microscopic strains are identical. From these snapshots of chain conformations, we compute the chain-average energy transfer efficiency, for a given ratio of donor and acceptor monomers, using a reformulated form of the Förster equation, whose derivation is given in the Appendix. Since each conjugated polymer chain is composed of multiple chromophores, the chain-averaged energy transfer efficiency can be expressed as the sum over all \( N_D \) donors and \( N_A \) acceptors:

\[
E = \frac{1}{N_D} \sum_j \left[ \frac{\sum_i^{N_A} \left( \frac{r_{F}}{r_{ij}} \right)^6}{1 + \sum_i^{N_A} \left( \frac{r_{F}}{r_{ij}} \right)^6} \right] \tag{8.1}
\]

where \( r_{ij} \) is the Euclidian distance between the \( i \)-th acceptor and \( j \)-th donor moiety and \( r_F \) the Förster radius. For the donor backbone and acceptor dopant
we use in our experiments, we determine $r_F = 4.9$ nm, allowing us to compute $E$ for each chain conformation as a function of extension $\epsilon$ and the chemical design parameters $N_A$, $N_D$, and $N$.
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8.5 Appendix

Polymer synthesis & characterisation

Synthesis

The strain sensors are prepared through conventional Suzuki-Miyaura polycondensation[1]. The reaction proceeded as follows: 10 g (17.90 mmol) 9,9-dioctylfluorene-2,7-diboronic acid bis (1,3-propanediol) ester, 1.1722 g (2.558 mmol) 4,7-Bis(5-bromo-2-thienyl)-2,1,3-benzothiadiazole and 4.51 g (15.34 mmol) 4,7-Dibromobenzo[c]-1,2,5-thiadiazole are charged into a 1L round bottom flask. The monomers are dissolved in 350 ml of toluene. Subsequently, 150 ml K₂CO₃ (2M aq.) is added and the mixture degassed by bubbling with dry N₂ for 2.5 hours. The flask is fitted with a septum and placed under vacuum. The flask is degassed by 5 N₂/vacuum cycles. Then, 524 mg (0.716 mmol) of [1,1’-Bis(diphenylphosphino)ferrocene]-dichloropalladium(II) is added to the flask under N₂. Another five vacuum/nitrogen cycles are performed and the flask is left under vacuum to react for 4 days at 100°C in the dark. The reaction mixture is then washed against 150 ml of brine. The organic phase containing the polymer is precipitated into cold methanol to yield a bright purple solid collected by centrifugation. The product is washed against methanol:water (1:1) by stirring the suspended solid overnight. The product is again collected by centrifugation and dried overnight under vacuum at 30°C.

To remove low molecular weight impurities and catalyst, the polymer was cleaned by Soxhlet extraction against methanol and acetone, extracted against chloroform and precipitated in MeOH. This yields a pure but polydisperse pre-fractionation product with \( M_w = 24.5 \) kg/mol and PDI = 2.08 at a yield of \( \approx 80\% \).

The molecular weights and polydispersity index are determined by GPC, by dissolving 20mg of polymer in 2 ml of chloroform and dissolution for 4 days. The solutions are filtered over a 0.45 micron PTFE filter prior to injection on the GPC column with chloroform as the eluens. The molecular weights are calibrated against polystyrene standards and corrected with a factor of 2.7 to compensate for the more rigid backbone of the conjugated polymer compared to
To increase the monodispersity of the force sensors used in this study, and to obtain different molecular weight samples from the same polydisperse batch, we performed a fractionation by extracting the powder with a range of hexane:THF mixtures, THF:chloroform mixtures and finally extraction with pure chloroform.

In the experimental study we used short oligomers obtained from the pure hexane fraction, with $M_w = 1.9 \text{ kg/mol}$ and PDI = 1.12 (yield = 76 mg, denoted FS2), and long polymers from the pure chloroform fraction with $M_w = 30.3 \text{ kg/mol}$ and PDI = 1.82 (yield = 255 mg, FS1).

We further characterize the two fractions by NMR, see Fig.8.5 and Fig.8.6; we note that there is significant peak broadening for the long polymer (FS1) as compared to the oligomer (FS2) due to slow relaxations of the longer chains.

**FS1**: 1H NMR (600MHz, CDCl3) \(\delta\): 8.318(s), 8.106(s), 8.05(s), 8.006-7.886(m), 7.859-7.816(m), 7.804-7.666(m), 7.581-7.52(m), 2.161(s) 1.28-1.088(m), 1.012--0.872(m), 0.8430.782(t)

**FS1**: 13C NMR (600MHz, CDCl3) \(\delta\): 154.2, 151.69, 140.79, 136.34, 133.44, 128.29, 127.89, 123.88, 119.93, 76.8 (CHCl3), 55.46, 40.12, 31.76, 30.04, 29.22, 23.89, 22.58, 13.97

**FS2**: 1H NMR (600MHz, CDCl3) \(\delta\): 8.125-8.065(m), 8.061-7.994(m), 7.992 -7.863(m) 7.803-7.755(m), 7.742-7.6318(m), 7.568-7.473(m), 7.414-7.321(m)7.301-7.123(m),
Figure 8.6: $^{13}$C-NMR spectra of polymer FS1 (blue, bottom) and oligomer FS2 (red, top).

Ensemble-averaged spectroscopy

We record ensemble-averaged absorption, emission and excitation spectra for both donor and acceptor emission by dissolving the conjugated polymers at very low concentrations in chloroform, on a conventional Cary Eclipse fluorescence spectrometer. These data are shown in Figure 8.7 below. We note that the acceptor peak in solution for the polymer is significantly higher than that of the oligomer; this is due to the coiled versus rod-like chain conformation of these two samples in solution, one well-above the persistence length (FS1) and one below (FS2). We also note that the ratio of donor and acceptor peaks of the same polymers embedded in a solid PS film are different from their spectra in chloroform solution as shown here. This is most likely due to changes in energy transfer efficiency, because of the different chain conformations in the solid film and in solution.
Figure 8.7: Ensemble-averaged spectroscopy of FS2 (a) and FS1 (b) in dilute chloroform solution, showing absorption (blue dashed), emission (red shaded) spectra and two excitation spectra for emission of the donor ($\lambda_{em} = 525$ nm, green dashed) and emission of the acceptor ($\lambda_{em} = 625$ nm, orange dashed), from which donor-acceptor energy transfer can be directly seen.

Excitation-emission spectra

We record a two-dimensional excitation-emission spectra for FS2 by dissolving the polymers in toluene at 5 $\mu$g/ml. Spectra are recorded on a Cary Eclipse fluorescence spectrometer. The two-dimensional excitation-emission spectra show a major peak at $\sim 550$ nm, which is the donor emission, and a minor peak at $\sim 650$ nm, which is the acceptor emission. For the acceptor emission we see both the direct excitation at $\lambda_{ex} = 525$-600 nm, and the emission upon energy transfer for $\lambda_{ex} = 390$-475 nm (see Fig.8.8).

Determination of Förster radius $r_F$

To determine the Förster radius of our donor-acceptor energy transfer pair we first synthesise two polymers, which have either pure donor (poly(dioctylfluorene-alt-benzothiadiazole)) or pure acceptor (poly(dioctylfluorene-alt-dithienylbenzothiadiazole) emission. The two polymers are synthesized using standard Suzuki-Miyaura polycondensations, and purified following the procedure described above. These alternating copolymers of fluorene and benzothiadiazole (donor) and dithienylbenzothiadiazole (acceptor) exhibit pure donor or acceptor emission due to efficient energy transfer within the chain. We note that it is essential to determ-
Figure 8.8: Excitation-emission spectrum for oligomer FS2 dissolved in toluene. The diagonal intensity line starting at $\lambda_{em} = 700$ nm is due to second-order Rayleigh scattering.

To extract the absorption spectrum of the acceptor from the convoluted spectrum of DTBT and fluorene absorption, we deconvolve the measured absorption spectrum with that of pure polyfluorene, to obtain a measure for the absorption spectrum of the acceptor, within an extended $\pi$-conjugated system, alone.

From the absorption and emission spectra (as shown in Fig.1 in the main text) we can calculate the Förster radius as\cite{3, 4}:

$$r_F = \left[ \frac{9 \ln 10}{128 \pi^5 N_A} \frac{\kappa^2 Q_D}{n^4} J \right]^{\frac{1}{6}} \quad (8.2)$$

where $N_A$ is Avogadro’s number, $\kappa$ the dipole orientation factor, $Q_D$ the photoluminescence quantum yield of the donor, $n$ the refractive index of the medium and $J$ the spectral overlap integral of donor emission and acceptor absorbance,
defined as:

\[ J = \int \bar{f}_D(\lambda)\epsilon_A(\lambda)\lambda^4 d\lambda \]  

(8.3)

where \( \bar{f}_D \) is the normalised donor fluorescence emission spectrum and \( \epsilon_A \) is the molar extinction coefficient obtained from the absorption spectrum. We take\([5, 3] \ k = \frac{2}{3}, \) and for the donor quantum efficiency\([6] \ Q_D = 0.116 \) and \( n = 1.6 \) as the refractive index for PS \([7].\) This gives the experimentally-determined Förster radius as \( r_F = 4.9 \) nm for our donor-acceptor pair.

Single-molecule spectroscopy

Experimental set-up

We perform single-molecule emission measurements on a home-built hyperspectral microscopy set-up. The optical path of the set-up is illustrated in Figure 3 of the main text. The set-up is constructed on a Nikon inverted microscope body, equipped with a high-NA, 100x oil immersion objective. The conjugated polymer samples are excited by a \( \lambda = 405 \) nm laser diode (18mW, Thorlabs), which we first pass through a quarter wave plate to achieve circular polarisation, and subsequently expand and collimate, and clean-up with an iris, projected onto the back focal plane of the objective, providing wide-field illumination of the sample. The excitation beam and emission light are split with a Semrock dichroic mirror with a threshold wavelength of 409 nm.

For recording the emission spectrum of individual conjugated polymer chains embedded in PS films, the emission light is sent to a hyperspectral camera composed of a Kurios liquid-crystal tunable bandpass filter mounted onto an Andor Zyla 5.5 sCMOS camera. The tunable bandpass filter has a bandwidth (FWHM) of approximately 10 nm, and can be tuned at wavelengths between 420 and 730 nm at 1 nm intervals. We calibrate the optical response of the hyperspectral detection path, to account for the wavelength-dependence of the quantum efficiency of the camera chip and transmission coefficient of the bandpass filter, by comparing spectra for a mixture of three different conjugated polymers, benchmarked onto spectra recorded on a conventional Cary Eclipse fluorescence
spectrometer. The camera and tunable bandpass filter are internally-triggered through Micro-Manager software[8] to allow the sequential acquisition of a three-dimensional image hypercube by scanning the bandpass window from low to high wavelengths. The acquisition time per frame is chosen to ensure optimal use of the 16-bit dynamic range of the camera, and is typically between 200 and 400 ms/frame; this means that a hyperspectral image cube is acquired in 60-100 seconds.

Sample preparation

We first prepare stock solutions of FS1 and FS2 at 0.05 mg/ml in chloroform. Polymer films are made by casting a solution of polystyrene ($M_w = 350$ kg/mol, Sigma-Aldrich) in chloroform doped at 0.83 ppm with sensor polymer into a clean glass petridish. The film is air-dried for 48h to allow the chloroform to evaporate.

The films are removed from the petridish and cut into rectangular strips for stretching. Polymer film strips are stretched using a home-built manual stretching bench. The extensional strain $\epsilon$ is pre-determined and regulated by securing a stop block at the required distance on the rail. A rectangular piece of polymer film was clamped into the device and heated to just above the glass transition temperature of the polystyrene matrix for 1h. Heating of the film was done with the stretching bench in a horizontal position, to ensure the absence of extensional stress on the film during heating. To stretch the film, we tilt the bench, apply the stretch manually and immediately cool the film to fix the strained chain conformations. We estimate that the film cools to well below the $T_g$ within seconds.

To prepare a sample for single-molecule experiments, we cut a 1x1 cm piece of the film and place it on a thin coverslip. We cover the film in optical-grade UV-curing expoxy (Norland 68) and press a second microscopy slide firmly onto the film to ensure a coplanar alignment of the film to avoid lensing. The glue is rapidly cured using a high-power UV curing lamp. The single-molecule measurements are performed under ambient conditions.
Data analysis

In each wide-field hyperspectral image we find several diffraction-limited single-molecule emission spots, whose spectral signature we extract by means of automated analysis routines coded in Matlab (these codes are available at request from the authors). We first identify the diffraction limited spots in the images, then apply the spectral calibration to obtain a quantitative hyperspectral image, run a background subtraction at each wavelength and then reconstruct the single-molecule emission spectra from the mean spot intensity as a function of wavelength.

For each molecule, our routine continues by automatically deconvolving the spectrum using a Monte Carlo least-squares fitting routine. We fit the emission profiles to a sum of log-normal distributions, each based on the emission spectrum of the donor and acceptor components. As a measure for the FRET efficiency, we take the integrated acceptor emission intensity over the total integrated intensity.

While the molecules we analyse are relatively photostable on the timescale of spectra acquisition, we occasionally observe bleaching during recording of an image hypercube, leading to a sudden truncation of the emission spectra. Data sets that exhibit this feature are not used for further analysis.

For each of the histograms of either energy transfer efficiency, we collect data for at least \( n = 100 \) single polymer chains, in many cases more, to ensure sufficient statistics. The number of molecules analyzed for each histogram is indicated in the figures below.

Additional single-molecule data

Energy transfer histograms

Here we show all additional energy transfer histograms not shown in the main text (Fig.4) constructed from the single molecule spectra we recorded for all recorded values of \( \epsilon \) for both FS1 and FS2.
Figure 8.9: Experimental histograms of energy transfer efficiency from single-molecule experiments, with $n$ the counted number of single-molecule spots indicated in the figure, for: a) FS1, $\epsilon = 0.42$, b) FS1, $\epsilon = 0.87$, c) FS1, $\epsilon = 1.44$, d) FS2, $\epsilon = 0$, e) FS2, $\epsilon = 0.42$, f) FS2, $\epsilon = 0.87$, g) FS2, $\epsilon = 1.71$.

Sample single-molecule spectra

In total we have recorded $\sim 1800$ single molecule spectra to construct our experimental data. In addition to the three sample spectra in the main text, here we show 20 additional spectra for the sake of transparency, for each of the two samples FS1 and FS2.
Figure 8.10: Additional sample single-molecule fluorescence spectra for FS1.
Figure 8.11: Additional sample single-molecule fluorescence spectra for FS2.
Monte Carlo simulations

We simulate polymer chains using Metropolis Monte Carlo simulations of the Kremer-Grest model[9]. Each chain consists of $N$ statistical segments. In our conjugated polymers the entire polymer backbone consists of donor segments, randomly doped with acceptor moieties. For the sake of computational efficiency we coarse-grain these chains as bead-spring chains, where each bead represents a Kuhn segment, approximately equal to 7-8 monomer units. We prepare chains of $N_D$ donor beads and $N_A$ acceptors, with a total chain length $N = N_A + N_D$. For the sake of simplicity, we take identical bead sizes for the donor and acceptor units, which are $\sigma = l_K$ that is approximately equal to the Kuhn length of the polymer, determined to be 5.9 nm by Zhang et al. [10]. All quantities in the simulations are expressed in terms of the length $\sigma$ and the energy scale $\epsilon$; $\sigma = \epsilon = 1$. The beads are connected by $(N - 1)$ finitely-extensible nonlinear elastic (FENE) springs, which gives rise to a bonding potential between adjacent segments:

$$U_{FENE} \begin{cases} \frac{-kr_{max}}{2} \ln \left[1 - \left(\frac{r}{r_{max}}\right)^2\right] & r \leq r_{max} \\ \infty & r > r_{max} \end{cases}$$ (8.4)

where $r$ is the separation distance between beads and $r_{max} = 1.5\sigma$ the maximum extension of the FENE spring.

Interactions between all beads in the chain are treated by the truncated and purely repulsive Lennard-Jones potential, also known as the Weeks-Chandler-Anderson (WCA) potential:

$$U_{WCA} \begin{cases} 4\epsilon \left[\left(\frac{\sigma}{r}\right)^{12} - \left(\frac{\sigma}{r}\right)^6\right] + C(r_{cut}) & r \leq r_{cut} \\ 0 & r > r_{cut} \end{cases}$$ (8.5)

in which the potential is truncated at a cut-off distance $r_{cut}$ and shifted vertically with $C(r_{cut})$; for $r_{cut} = 2^{1/6}$ and $C(r_{cut}) = 1$, monomer-monomer interactions are purely repulsive.

To simulate individual polymer chains, we create an initial chain configuration that is relaxed during $10^8$ MC steps. We subsequently fix the position of
the chain ends, i.e. monomer segments 1 and N, and during $10^9$ MC steps move these to a predefined end-to-end distance $L$. The extensional strain $\epsilon$ on the chain is defined as $\epsilon = \frac{L-L_0}{L_0}$, in which $L_0$ is the root-mean-square end-to-end distance of the relaxed chain. After the stretching protocol, statistically-independent chain conformations are generated by allowing the chain to fluctuate during $10^5N$ steps.

For each of these conformations, we generate both a random distribution of the acceptor molecules, to simulate the randomly-doped chains studied in our experiments, and a sequence-controlled chain, in which the acceptor molecules are positioned with equidistant spacing along the chain. This enables us to study the effect of random versus site-specific doping.

In the experiments we measure the ratio $E = I_A/(I_D + I_A)$ of acceptor to total emission intensity as a proxy for the energy transfer efficiency for a single polymer chain. For individual chains, in which there is no intermolecular energy transfer, two contributions to acceptor emission can be identified: i) transfer of the excited state along the semiconducting backbone by means of exciton diffusion and ii) non-radiative transfer through the dielectric medium by means of Förster resonant energy transfer (FRET). The excitonic transfer provides a baseline level of energy transfer [11]. As we are interested mainly in the second process, we present all of our results as the relative change in the emission ratio $E/E_0$.

The energy transfer efficiency of the second, non-excitonic process, can be computed from the simulated chain conformation by considering the rate of photon emission from the donor $k_d$ and the rate of resonant energy transfer to the acceptor $k_E$. For a single donor and acceptor the Förster equation gives:

$$E_0 = \frac{k_E}{k_d + k_E} = \frac{1}{1 + (\frac{k_d}{k_E})}$$

which exhibits a dependence on distance of the donor-acceptor pair $r_{DA}$ as $k_D/k_E = (r_{DA}/r_F)^6$, with $r_F$ the Förster radius at which $E = 0.5$.

For the scenario we study here, the chain is composed entirely of donor moieties, doped with several acceptors. Thus, each donor can transfer its energy to multiple acceptors. For the $j$-th donor, the rate of ET to the $i$-th acceptor is
characterised by \( k_{ij}^E \). The energy transfer efficiency for the \( j \)-th donor can be expressed as:

\[
E_j = \frac{\sum_{i}^{n_A} k_{ij}^E}{k_D + \sum_{i}^{n_A} k_{ij}^E}
\]  

(8.7)

Using the relation \( k_D/k_{ij}^E = (r_{ij}/r_F)^6 \), with \( r_{ij} \) the distance between \( j \)-th donor and the \( i \)-th acceptor, we can find:

\[
E_j = \frac{\sum_{i}^{n_A} \left( \frac{r_F}{r_{ij}} \right)^6}{1 + \sum_{i}^{n_A} \left( \frac{r_F}{r_{ij}} \right)^6}
\]  

(8.8)

since we measure the emission spectrum averaged over a single polymer chain composed of \( n_D \) donors, the total single chain energy transfer efficiency due to FRET is given by:

\[
E = \frac{1}{n_D} \sum_{j}^{n_D} E_j = \frac{1}{n_D} \sum_{j}^{n_D} \left( \frac{\sum_{i}^{n_A} \left( \frac{r_F}{r_{ij}} \right)^6}{1 + \sum_{i}^{n_A} \left( \frac{r_F}{r_{ij}} \right)^6} \right)
\]  

(8.9)

Note that this assumes that i) there is only non-radiative energy transfer implying that inner filter effects are negligible, ii) there is no donor-donor transfer and iii) the measurements involve only individual polymer chains, so that there is no intermolecular transfer.

To convert the results of our Monte Carlo simulations as a function of \( \epsilon \) into a force-optical response curve, we need a force-extension law that describes the elasticity of a single chain under action of a stretching force \( f \). We use a finite-extensibility freely-jointed chain model, describing the chain at the same level of coarse grained Kuhn segments as in the simulations, which gives a relationship between force \( f \) and extension \( \Delta L \) as [12]:

\[
\Delta L(f) = Nl_k \left( \coth \left( \frac{x}{l_k} \right) - \frac{1}{x} \right) + \frac{Nf}{k_s}
\]  

(8.10)

with \( x = Fl_k/k_BT \), \( l_k \) the Kuhn length and \( k_s \) the segmental spring constant, which accounts for enthalpic spring forces between bonded monomers.

This segmental spring constant reflects the extensibility of the covalent C-C
Table 8.1: Literature values for the segmental spring constant $k_s$ for C-C bonds in various polymer backbones.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$k_s$</th>
<th>Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poly(hydroxyl ethyl methacrylate)-graft-ethylene glycol: In H2O</td>
<td>4.2 N/m</td>
<td>AFM</td>
<td>[13]</td>
</tr>
<tr>
<td>Poly(hydroxyl ethyl methacrylate)-graft-ethylene glycol: In PBS</td>
<td>10 N/m</td>
<td>AFM</td>
<td>[13]</td>
</tr>
<tr>
<td>Poly(methylene)</td>
<td>5-10 N/m</td>
<td>Ab-initio molecular mechanics calculations</td>
<td>[14]</td>
</tr>
<tr>
<td>poly(vinyl alcohol)</td>
<td>5-10 N/m</td>
<td>AFM</td>
<td>[15]</td>
</tr>
</tbody>
</table>

bond that forms the backbone of our polymer chain, and should thus be independent of the exact chemistry of the rest of the polymer. A review of existing literature values for $k_s$ for C-C bonded polymer (see table below) shows that these values are all of the same order of magnitude, both from experimental studies and ab-initio molecular mechanics simulations. As a reasonable choice we thus use $k_s = 10 \text{ J/m}^2$ to estimate the spring constant of a carbon-carbon bond in a polymer chain.

Dye-doped force sensors: simulations

We highlight the broader applicability of our approach by using our simulation method to predict the force-optical response of inert and optically-inactive polymer to which small-molecule fluorescent dyes are attached as a FRET pair. Also here, we randomly place the donor and acceptor moieties on the flexible chain, modelled with the Kramer-Grest approach detailed above. We choose $N = 50$ and simulate varying degrees of donor and acceptor labelling. We observe a very similar strain-optical response curves as compared to the results for ac-
Figure 8.12: a) Strain-sensing curve for dye-doped polymers ($N = 50$) with doping degrees of the donor and acceptor as indicated. b) $\sigma$ as a function of strain for a simulated conjugated polymer ($N = 50$, closed symbols) and a dye doped polymer, same as in a) with $N_D = 8$ and $N_A = 4$.

to acceptor doped donor chains (ie. chromophore doped conjugated polymers) (see Fig.8.12a). Also here, the sensitivity and range of the polymeric force sensors can be tailored by the doping degree and the ratio of donor to acceptor dyes. This highlights that the approach we have demonstrated in the main text, is not exclusive to conjugated polymers of the appropriate design, but can be extended to any polymeric object to which multiple donor and acceptor dyes can be tethered.

We also compare the width of the Gaussian distributions $\sigma$ for a simulated conjugated polymer and these new dye-doped polymers (Fig.8.12b). Here, we observe a striking difference; while for the conjugated polymer (closed symbols), due to the high donor doping degree (the entire backbone is composed of donor units), the width of the distribution allows probing the chain entropy, and non-affinity as discussed in the main text. The dye doped polymer, due to the possibility of having a donor-acceptor pair on directly adjacent sites, not only shows a larger distribution width, but the large degree of chemical heterogeneity makes it impossible to resolve the stretching-induced changes in conformational entropy (open symbols).
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Part III

Pore Clogging
Sticky Squishy & Stuck
Transition-state Theory Predicts Clogging at the Microscale

Clogging is one of the main failure mechanisms encountered in industrial processes such as membrane filtration. Our understanding of the factors that govern the build-up of fouling layers and the emergence of clogs is largely incomplete, so that prevention of clogging remains an immense and costly challenge. In this Chapter we use a microfluidic model combined with quantitative real-time imaging to explore the influence of pore geometry and particle interactions on suspension clogging in constrictions, two crucial factors which remain relatively unexplored. We find a distinct dependence of the clogging rate on the entrance angle to a membrane pore which we explain quantitatively by deriving a model, based on transition-state theory, which describes the effect of viscous forces on the rate with which particles accumulate at the channel walls. With the same model we can also predict the effect of the particle interaction potential on the clogging rate. In both cases we find excellent agreement between our experimental data and theory. A better understanding of these clogging mechanisms and the influence of design parameters could form a stepping stone to delay or prevent clogging by rational membrane design.

This chapter was published as:
9.1 Introduction

Clogging is encountered at many length scales, ranging from the deposition of marginally-soluble asphaltenes at pipe walls in oil recovery [1], the formation of protein fouling layers in waste water treatment [2, 3], particle clogging during membrane filtration [4] or microfluidic operations [5, 6, 7]. Similar phenomena are encountered at much larger length scales such as in blockades of granular hopper flows [8], the emergence of traffic jams on merging lanes [9, 10] or in crowds swarming through narrow escape routes [11, 12]. It is speculated that the same physical principles govern the obstruction of flow through a narrow passage in many of these scenarios irrespective of their scale [13]. In all of these cases, preventing clogging is an immense challenge due to its often severe, costly and energy-consuming consequences. Yet this remains difficult as the generic mechanisms with which permeating flows become hindered or blocked remain largely unknown. This is especially the case for clogging at the microscopic scale as encountered during a plethora of membrane filtration processes [4].

At the microscale, clogging typically results from the accumulation of molecules or dispersed particles at a membrane surface, leading to the build-up of fouling layers; initially these reduce the permeability of channels or pores and ultimately lead to a complete blockage of the flow [4]. Fouling and clogging form one of the major sources of efficiency loss in membrane filtration processes. Remediating the formation of fouling layers and clogging as a whole currently requires complete cessation of the process, and the use of energy- and time-consuming cleaning strategies before the operation can be resumed [14]. Since the propensity of a certain flow geometry to clog depends on the ratio of its characteristic dimension to that of the particles or molecules which accumulate over time, clogging is particularly severe in microstructured devices; in addition to the obvious importance for membrane processes, the rise of microfluidics as an emerging technology makes it increasingly urgent to resolve [15].

To enable the development of effective strategies to delay fouling and the clogging that ensues, or to prevent it from occurring altogether, a deep understanding of the fundamental mechanisms that lead to this major source of efficiency-loss is essential, yet very incomplete to date. The size ratio of particles and constriction plays an important role, where two extremes can be identified.
Either a single particle can block a constriction, for instance larger contaminants in a suspension of smaller particles [16] where these contaminants almost completely determine the rate of clogging. Or the case in which multiple particles are required to form an agglomerate large enough to cause bridging, so that the actual ratio between particle size and constriction width strongly determines the time it takes for clogging to occur. This results in a clogging process that appears to depend solely on the number of particles that pass through a constriction [6]. However, little is known about the influence of particle-particle and particle-wall interactions [17] and the geometry of the constrictions themselves [13].

In this Chapter we explore the influence of pore design and particle interactions on the clogging rate in dilute suspensions. We study clog formation ex-
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experimentally using multiplexed microfluidic models for dead-end filtration and quantitative imaging. We observe a strong dependency of the clogging rate on both geometry and attraction strength. To account for these effects we derive an analytical model based on transition-state theory which provides a quantitative and predictive description of our experimental data.

9.2 Results and Discussion

We study clogging using a microfluidic device as a filtration micromodel, inspired by previous studies[5, 6, 7, 16]. These filtration micromodels mimic dead-end filtration. Our device consists of thirty channels in parallel; each channel consists of 19 constrictions in series with a width of 20 µm. These constrictions simulate the membrane pores and are the main site of clogging events. The thirty channels, situated next to each other, are divided in five sections of six channels. We vary the entrance pore angles, defined as θ, of the constrictions perpendicular to the flow direction between the different sections with θ = 55°, 45°, 35°, 20° and 0°. The distance between the constrictions in series (along the flow direction) is kept constant at 50 µm. We add a contaminant filter a few hundred micrometer upstream from the entrance of the device to remove large contaminants, such as dust, as these are reported to have a strong effect on the experimental observations [16]. An overview of the entire device is shown in Fig.9.1.

Upon flowing a purely repulsive suspension of particles, with a diameter of approximately 1/10 of the pore diameter, through our filtration micromodel, we observe a distinct sequence of events. Initially, all channels are permeated by the suspension. After some time, clogs begin to appear, after which the channel, upstream from the clog, becomes filled with a layer of densely packed particles, whereas only solvent permeates downstream from the blockade. This can be easily seen in our experimental images (Fig.9.2). As the flow continues, a filter cake forms due to the accumulation of particles towards the entrance of the filtration micromodel.

To characterise the statistics of clogging, we use automated image analysis to identify which channels clog when. To improve statistics, we repeat these measurements with at least 3 identical devices. We can now plot the fraction of
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Figure 9.2: Brightfield microscopy images at t=0 (a) and t = 3377 s (b) for a repulsive suspension, in which flow direction, filter cake and a clog are indicated with arrows. Grey channels are perfused with the suspension; as a clog appears, the channel becomes white down-stream, as particle flow is blocked, while the channel turns dark upstream from the clog due to the accumulation of excess particles.

channels $\alpha$ which has clogged as a function of time. For the purely repulsive case, we see how $\alpha$ grows steadily over the course of several hours. These timescales are considerably larger than those reported previously for a similar geometry with $\theta = 0^\circ$ [6], which we attribute to the addition of a surfactant in our experiments. This enhances the colloidal stability and prevents particle absorption to the PDMS walls [17].

As the formation of a clog requires the accumulation of multiple particles at the clogging site, a minimum clogging time must exist. In other words, at least the number of particles required to form a pore-spanning aggregate must have passed for clogging to occur. In our experiments, we flow the suspensions at high fluxes, such that this minimum time is very short compared to our experimental resolution; as such, we do not observe it with statistical significance here.

To quantify these data, we fit the experimental results to a Weibull model, often used to describe the kinetics of failure processes[18]:

$$\alpha = 1 - \exp \left[ \frac{t}{\tau_c} \right]^{\beta}$$

(9.1)

in which, $\tau_c$ is the characteristic clogging time and $\beta$ the stretch exponent, which reveals information about the underlying failure lifetime distribution. We find that $\beta$ is close to unity for all values of $\theta$; this indicates a well defined failure
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Figure 9.3: a-b: Fraction of clogged channels (α) as function of time t for a repulsive system (a) and one in which depletion attraction has been induced with $U_{dep} = 4.0 \ k_B T$ (b) for different entrance angles $\theta = 0^\circ$ (purple circle), $20^\circ$ (blue square), $35^\circ$ (green triangle), $45^\circ$ (yellow triangle) and $55^\circ$ (red diamond); lines are fits to a Weibull model.

\[ c-d: \text{Characteristic clogging time } \tau_c \text{ (symbols) as function of } \theta \text{ for the repulsive (c) and attractive system (d). Drawn lines are a prediction using the transition-state model of Equation 9.7.} \]

lifetime with a narrow distribution.

We find a clear impact of the pore geometry on the rate of failure of our micromodel. As the entrance angle becomes steeper, $\theta \to 0$, the characteristic clogging time decreases by almost a factor 4 as compared to the most shallow angle we study at $\theta = 55^\circ$ (Fig.9.3c). A similar trend was observed previously for athermal grains passing through a hopper orifice [19].

The effect of channel shape on the local flow field may be responsible for the strong dependence of the failure rate on pore geometry. Our experiments are conducted at fluid Reynolds numbers around $\sim 0.4$; it is thus possible that corner vortices, or stagnant pockets develop for steeper entrance angles. To explore this hypothesis, we determine the flow field around a single pore entrance using particle imaging velocimetry (PIV). Interestingly, we see no deviations from
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Figure 9.4: Flow profiles, as determined by PIV, of a shallow (a, $\theta = 55^\circ$) and sharp entrance angle (b, $\theta = 0^\circ$).

laminar flow, within our experimental resolution of $\sim 1\mu m$, both for shallow and steep entrance angles (Fig.9.4). This illustrates, how local alterations of the flow field cannot explain the observed angular dependency.

Rather, we realise that clogging in the limit we investigate, i.e. where the particle size is smaller than the pore diameter, must be accompanied by the formation of particle bridges spanning the width of the channel. In turn, this must be the result of particle-wall and subsequent particle-particle aggregation. We note that at rest, these colloidal suspensions do not show any signs of particle aggregation; thus, the observed effects result purely from the combined action of confinement and flow. At the low volume fractions we study, the emergence of configurational arches, often found for granular flows[19], can be ruled out.

The potential energy of interaction between a colloidal particle and the solid wall, or between two particles, is composed of two opposing terms; at short distances, the particles will experience an attractive force due to van der Waals interactions. Typically, these van der Waals interactions for micronsized particles are sufficiently strong to induce irreversible aggregation. However, the surfactant adsorbed onto the particle surface, provides a steric repulsion that keeps the particle stabilized for some time. The combination of these two terms, results in a characteristic energy barrier of height $E_{on}$, that needs to be crossed before aggregation can occur (see Fig.9.5b). As a result, aggregation is thermally-activated and occurs at a rate that can be described by an Eyring-type equation as:
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Figure 9.5: Schematic illustration of the angle-dependent viscous forces acting on a particle close to the wall (a) and the particle interaction potential with $k_{on}$ and $k_{off}$ the natural rate of agglomeration and detachment and $E_{on}$ and $E_{off}$ the corresponding energy barriers. c) a zoomed-in, time series of a clog forming at a single constriction, with flow from left to right.

$$k_{on,0} = \omega \exp \left[ -\frac{E_{on}}{k_BT} \right]$$  \hspace{1cm} (9.2)

in which $\omega$ is the attempt frequency, which can be related to the characteristic frequency of Brownian motion. In analogy, the spontaneous detachment of a particle from the wall or from a particle-particle pair can be described as

$$k_{off,0} = \omega \exp \left[ -\frac{E_{off}}{k_BT} \right]$$  \hspace{1cm} (9.3)

in which $E_{off}$ is the energy barrier for particle dissociation.

Under flow, particles also experience a viscous force due to fluid flow around their impermeable surface. This can be approximated using the Stokes drag, neglecting lubrication effects, as $F_v = 6\pi \eta a v$, in which $\eta$ is the fluid viscosity, $a$ the particle radius and $v$ the flow velocity of the fluid relative to the particle. For a particle which resides at a wall that is inclined at an angle $\theta$ with respect to the pore entrance, the viscous force can be decomposed in a contribution perpendicular to the surface, $F_{v,\perp} = F_v \cos \theta$, which pushes the particle against the wall, and a shearing-force which enhances detachment that acts parallel to the surface: $F_{v,\parallel} = F_v \sin \theta$, as illustrated in Fig.9.5a. For small particles, the
particle Reynolds number is low (in our experiments $Re_p \sim 6 \cdot 10^{-3}$), such that inertial lift can be ignored [20].

These hydrodynamic forces acting on particles at the channel walls will alter the agglomeration kinetics. To describe this, we adopt the transition-state approach of Kramers[21, 22]:

$$k_{on} = \omega \exp \left[ \frac{-E_{on} + F_{v,\perp} \cdot \delta}{k_B T} \right] = k_{on,0} \exp \left[ \frac{F_{v,\perp} \cdot \delta}{k_B T} \right]$$  \hspace{1cm} (9.4)

where $\delta$ is the activation length, which is the range of the attractive Van Der Waals interactions, typically of order of one to a few nanometers. In a similar way, the hydrodynamic forces on the particles that act parallel to the wall, and thus perpendicular to the wall-particle bond, will aid in the natural rate of particle dissociation:

$$k_{off} = \omega \exp \left[ \frac{-E_{off} + F_{v,\parallel} \cdot \delta}{k_B T} \right] = k_{off,0} \exp \left[ \frac{F_{v,\parallel} \cdot \delta}{k_B T} \right]$$  \hspace{1cm} (9.5)

in which $E_{off}$ is the depth of the attractive Van Der Waals minimum. The balance between particle attachment and dissociation gives a total rate of particle accumulation as:

$$k = k_{on} - k_{off}$$  \hspace{1cm} (9.6)

For the experiments we describe here, we use relatively large polystyrene particles, whose Van Der Waals interactions are very strong $E_{off} \gg k_B T$. As a result $k_{off} \approx 0$, so $k \approx k_{on}$ and therefore agglomeration will be irreversible. For a clog to appear, a sequence of several particle aggregation events must occur; this is also what we observe experimentally in a close-up of a forming clog at a single constriction (Fig.9.5c). Single aggregation events occur at a rate $k$; assuming that subsequent events are independent, the scaling of the overall clogging time is expected to follow $\tau_c \propto 1/k$. This leads to the following prediction for the characteristic clogging time:

$$\tau_c = \tau_0 \exp \left[ \frac{-F_v \delta \cos \theta}{k_B T} \right]$$  \hspace{1cm} (9.7)
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in which $\tau_0 \propto 1/k_{on,0}$ is the characteristic time for particle agglomeration in absence of flow enhancement. We find an excellent agreement between our theoretical prediction and the experimental data (line Fig.9.3c). In this case, for surfactant stabilised polystyrene particles we find a $\tau_0 = 2.9 \times 10^4$ s, reflecting the stability of the suspension towards spontaneous aggregation, and a total work performed by the drag forces to enhance agglomeration of $F_v\delta = 3.2 \, k_B T$.

It has been shown previously[6, 13] that reduction of the repulsive barrier between particles strongly increases the propensity for clogging. Interestingly, our equation allows us to predict these effects by means of the effective energy barrier that particles need to cross before aggregating. Introducing an additional attractive force between the particles should reduce the energy barrier and thus enhance clogging. To explore this, we introduce a depletion interaction between the particles of $U_{dep} \sim 4.0 \, k_B T$; we predict that this affects the quiescent agglomeration time as $\tau_0(U_{dep}) = \frac{1}{\omega} e^{(E_{on} - U_{dep})/k_B T} = \tau_0(0) e^{-U_{dep}} = 470$ s.

For the attractive system, we perform the same experiments and data analysis and indeed see a strong reduction in the failure time of the micromodel (Fig.9.3b). While the characteristic clogging time is two orders of magnitude lower, it shows the same dependency on pore entrance geometry. Interestingly, without additional fitting parameters our theory now quantitatively fits the experimental data (Fig.9.3d). Please note that we observe a distinct outlier in our data at a pore angle $\theta = 20^\circ$; further investigation is required to evaluate if this effect is significant and what could be at its origin. Nonetheless, these data illustrate clearly how clogging can be strongly delayed by designing a membrane or filtration device with the appropriate geometry.

So far, we consider clogging as a process in which an independent sequence of events leads to the blockade of flow. While this allows us to make quantitative predictions of the clogging rates, we observe some cooperative effects in our experiments. First of all, we find cases where clogging of a particular channel exhibits intermittency. A clog which is formed sometimes detaches from the device walls in its entirety (Fig.9.6a-b). For the shallow angles, this occasionally leads to a full reestablishing of the permeating flow through that channel. For the steeper angles however, the clog only travels a few pores down where it anchors again.
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Figure 9.6: Experimental data showing detachment and displacement of an entire clog either to a new position downstream (a) or leading to complete declogging of the channel (b). Probability of the next clogging event occurring a distance $\Delta x$ away, with $x$ in units of channel number, for the repulsive (c) and attractive systems (d). Close-up brightfield microscopy image of a filter cake with overhang at the verge of blocking the neighboring channel (e).

Once a pore gets blocked, the permeation of fluid continues whereas particles cannot permeate further. As a result, a distinct filter cake develops upstream from a clog. If the filter cake grows until the top of the channel, it can form an overhanging structure, which in turn could affect the probability for the neighboring channels to clog (Fig. 9.6e). To investigate this quantitatively, we determine the probability $P(\Delta x)$ that the next clogging event occurs at a distance $\Delta x$, where $x$ is the channel number. If clogging of a single channel is fully independent, we should expect $P$ to be independent of $\Delta x$. By contrast, we find a strong exponential dependence of the clog probability; this implies that it is more likely that neighboring channels clog in sequence, somewhat like a nucleation-and-growth scenario, rather than this happening as individual and uncorrelated events. It is important to note however, that this effect is subtle as compared to the large effect of pore geometry; thus, the pore geometry dependence can-
not be explained only by this cooperative effect but must result from the viscous force-induced particle agglomeration as discussed above.

Finally, we observe that the cooperative effect of the filter cake is more pronounced for the repulsive case, as the cake has ample time to form and will thus have a stronger effect on the spatial correlation of clogging events (Fig. 9.6c). This can be understood by considering the timescale of clogging relative to the time it takes to build up a filter cake. In dead-end filtration, the latter is governed only by the fluid flux and particle concentration, and is thus independent of attraction strength. If clogging occurs rapidly as compared to the build-up of the cake, its effect will be small (Fig. 9.6d).

9.3 Conclusion

In this Chapter we describe how the mechanisms that underly particle clogging in dead-end filtration can be experimentally unravelled and quantitatively modelled. We show how, even though cooperative effects are observable, the characteristic failure rate of a filtration membrane can be understood based on the theoretical agglomeration kinetics of individual particles. Not only does this allow prediction of the strong geometry dependence of clog formation, but also of the effect of interparticle interactions.

While the micromodel presented here represents a highly idealised picture of a dead-end filtration membrane, several extensions could be imagined for future research to include complexity that is found in realistic membrane systems. For example, wall roughness, polydispersity in pore sizes or distance between pores, must be expected to have significant effects on the rate and spatial correlations of clogging. In principle, these effects could be explored with relative ease in the approach we described here. Moreover, with the microfluidic approach we use, introducing a crossflowing fluid across the membrane surface is feasible; since such a crossflow will in particular effect the filter cake build-up, it is expected to have strong effects on the cooperativity in clog events we discussed. Extending this approach, combining experimental observation on well-defined model systems and analytical theory, could lead to a deeper understanding of membrane failure and in the future provide new design rules for novel membrane systems.
with improved operational lifetime.

9.4 Materials and Methods

Suspensions

We use a 4 wt% suspension of monodisperse polystyrene particles with a diameter of 3 µm in a density-matching mixture of 45 vol% water and 55 vol% deuterated water. We add 0.1 wt% pluronic F127 as a surfactant to sterically stabilise the particles. We synthesize the polystyrene particles by dispersion polymerisation [23]. In 150 ml butanol we dissolve 17 ml styrene monomer, 2.34 g poly(vinylpyrrolidinone)-k30, 0.64 g dioctyl sulfosuccinate sodium salt (AOT) and 0.170 g 2,2-azobis(2-methylpropionitrile) (AIBN). After mixing we purge the solution with nitrogen for 20 minutes and subsequently evacuate the round bottom flask. We allow the reaction to proceed overnight at 70°C. The particles are cleaned by repeated centrifugation and resuspension.

Polystyrene is well suited for this particular experiment due to the large mismatch in refractive index with the aqueous medium providing strong light scattering which we use for automated image analysis of clogging events. The particle size and concentration are chosen such that experimental clogging times are not excessively long, based on the data in [6].

In addition to the repulsive system, we also study clogging upon inducing an additional attractive force between our sterically-stabilised particles. We do so by means of the depletion interaction, that arises when small non-adsorbing colloidal particles, in this case silica nanoparticles (Ludox TM-40), are introduced to a suspension of larger microparticles [24]. The resulting attraction strength can be calculated as [25]:

$$U = \frac{3}{2} \frac{a_l}{a_s} \phi_s$$

(9.8)

where \(\frac{U}{k_B T}\) is the attraction strength in units of the thermal energy \(k_B T\), \(a_l\) and \(a_s\) are the radii of the larger polystyrene particles and smaller Ludox particles respectively (\(a_s \sim 7\)nm) and \(\phi_s\) is the volume fraction of the Ludox particles. For our experiments we choose an attraction strength \(U \sim 4k_B T\).
Microfluidic experiments

We fabricate microfluidic devices following standard soft lithography methods [26], replica-templated from Sylgard 184 silicone rubber at a mixing ratio of 10:1. The PDMS is cured at 65° for at least 1.5 hours. We bond the PDMS devices onto glass microscopy slides following plasma treatment. After connecting the tubing, we flush the device with ethanol and water to remove any large contaminants which remain after device preparation. In all cases, the height of the devices is 40µm. We flow the suspension through our devices with a constant pressure of 100 mbar, controlled with an accuracy of 0.1 mbar, applied by an Elveflow OB1-MK3. By working at a constant pressure drop across the device the flow velocity per channel is constant prior to clogging and does not responds to possible clogging events in neighboring channels [27].

At this pressure difference the upper bound of the fluid Reynolds number becomes $Re_f \sim 0.4$, with a particle Reynolds number $Re_p \sim 6 \cdot 10^{-3}$ and a Peclet number $Pe \sim 5 \cdot 10^5$. These values are computed at the centre position of the bottleneck, where the flow velocity is maximum; they thus represent the upper bounds for these dimensionless numbers. This ensures complete laminar flow and domination of advective displacements of the particles[28].

The flow through the channels is imaged with brightfield microscopy (Zeiss Axiovert 200) acquiring images at one frame per second. Examples of the images we obtain during the experiments can be found in Fig.9.2a and 9.2b. To extract quantitative data from the movies we process the images with custom analysis routines, which are available upon request. The first step in the analysis is the construction of a kymograph, in which one horizontal row of pixels is plotted as a function of time for consecutive frames. From these we can automatically recognise when and where a clogging event occurs as this leads to a distinct change in the light transmission both upstream and downstream from a clog.

We also determined the local flow fields using Particle Imaging Velocimetry (PIV) by recording a high-speed (2300 fps) movie around a single constriction with a high-speed camera (Phantom v9.1).
References


REFERENCES


Sticky Squishy & Stuck
The operational lifetime of filtration membranes is reduced by the clogging of pores and subsequent build-up of a fouling or cake layer. Designing membrane operations in which clogging is delayed or even mitigated completely, requires in-depth insight into its origins. Due to the complexity of the clogging process, simplified model membranes fabricated in microfluidic chips have emerged as a powerful tool to study how clogs emerge and deteriorate membrane efficiency. However, to date, these have focused solely on dead-end filtration, while cross-flow filtration is of greater practical relevance at the industrial scale. As such, the microscopic mechanisms of clogging in crossflow geometries have remained relatively ill-explored. Here we use a microfluidic filtration model to probe the kinetics and mechanisms of clogging in crossflow. Our study exposes two findings: i) the primary clogging rate of individual pores depends only on the trans-membrane flux, whose strong effects are explained quantitatively by extending existing models with a term for flux-controlled flow-enhanced barrier crossing, ii) cross-membrane flow affects the pore-pore communication, leading to a transition from correlated to uncorrelated clogging of the membrane, which we explain qualitatively by deriving a dimensionless number which captures two essential regimes of clogging at the microscale.

This chapter was accepted as:
10.1 Introduction

Membrane filtration is a crucial unit operation in a very wide variety of industrial processes, ranging from milk separation[1], pharmaceutical fractionation[2], waste-water treatment[3] and the removal of biological contaminants from donor blood[4]. Despite its ubiquitous use, the major causes of membrane performance deterioration, i.e. clogging and the subsequent build-up of filter cakes or fouling layers, remains a major challenge in the successful design of membrane operations. Clogging leads to large losses in productivity, due to reductions in flux and the cleaning required to keep the membrane functioning[5]. Different strategies exist to keep membranes operational, such as back pulsing, back flow reversal, various cleaning cycles and ultimately complete replacement[6, 7]. And while these procedures can enhance the operational efficiency to some extent, neither address the underlying mechanism of clogging[8].

Traditionally, three mechanisms for clogging are identified[9]; i) sieving, in which a single particle whose dimensions exceed the pore size is trapped at the pore entrance and immediately causes it to become blocked, ii) arching, in which multiple particles form a configurational arch over a pore, a scenario found in the passage of dense particulate flows through constrictions and iii) flow-induced aggregation, where multiple particles form an agglomerate by means of irreversible aggregation, either within the flow or at a pore wall, which builds gradually over time until it completely clogs a pore. In particular in the latter scenario, clogging is a complex phenomenon in which a large variety of factors play a role. Such as particle-particle and particle-wall interactions, colloidal stability, hydrodynamic interactions, the confinement ratio, particle concentration, membrane geometry, etc.[5, 10, 11, 12].

To disentangle this multidimensional phase space with the aim to arrive at a more predictive and generic description of aggregation-induced clogging[13, 14], microfluidic micromodels in which excellent and independent control can be obtained on these parameters, have proven valuable tools to study clogging at the microscale[15, 16, 17]. For example highlighting how particle interactions[16, 5, 18], polydispersity[19] and contaminants[9] play a role, the governing role of particle flux[15], the effects of complex collective dynamics[20, 21], how pore geometry influences clogging rates [17], and the effects of particle softness[22,
Interestingly, while most industrial processes use a cross-flow filtration strategy, in which a flux is established both across and over the membrane, these microfluidic model experiments have primarily focussed on dead-end filtration geometries. In industry, cross-flow geometries are used as they are found to remain operational longer, but the question remains what the exact mechanisms of this performance enhancement at the microscopic scale are.

In this Chapter we study clogging in a microfluidic clogging model that mimics cross-flow filtration. We study the effect of cross-flow velocity and transmembrane flux on clogging by quantitative microscopic imaging of our cross-flow micromodel. We find that the rate of clogging only depends on the transmembrane flux, which we explain quantitatively by extending existing models with a transition-state term that introduces the hydrodynamic enhancement of particle-wall and particle-particle sticking. Moreover, we show that the cross-flow across the membrane mainly influences the cake build-up that follows after the formation of a clog. A higher cross-flow flux reduces the rate of cake build-up and thus delays the communication and clogging between neighboring pores mediated by the filter cake. This results in a transition from correlated to uncorrelated membrane clogging; we qualitatively treat these effects by introducing a new dimensionless number describing this transition.

10.2 Results and Discussion

To study clogging in cross-flow filtration we design a cross-flow microfluidic filtration device, based on previous dead-end microfiltration designs [17, 16, 22, 9]. An overview of the device is given in Fig.10.1. A membrane is placed at the centre of a t-shaped cross-flow channel (with $W = 2.1$ mm) and consists of 30 parallel pores (width of pore, $L = 50 \mu m$), each having 19 constrictions in series, with $L_c = 20 \mu m$. All constrictions within the 30 parallel pores are equal and have the same 90 degree entrance angle (as shown in Fig.10.1c). The distance between the constrictions in a single pore along the trans-membrane flow direction is kept constant at 50 $\mu m$. As we aim to study clogging by aggregation, we need to eliminate large contaminants[9] from our fluid streams by means of a coarse
Figure 10.1: Overview of the multiplexed cross-flow filtration micromodel: (a) the device geometry, (b) the relative pressure drop over the total width of the multi-pore membrane, (c) detailed zoom-in to illustrate the membrane pores in more detail. Each pore features 19 constrictions in series, each of identical geometry, along the flow direction. The membrane consists of 30 pores within the same device; this allows 30-repeat measurements in a single experiment and the exploration of pore-pore communication. (d) Scanning Electron Microscopy (SEM) picture of the membrane micromodel.

pre-filtration element. This contaminant filter is composed of a hexagonal micropillar array a few hundred micrometers before the membrane (circles in Fig. 10.1a). As a reference measurement, we also study dead-end filtration in the same device, by leaving the cross-flow outlet (out|| in Fig.10.1a) closed, so that all flow is directed through the membrane.

We flow a dilute suspension (3% wt) of polystyrene particles (radius $a \approx 1.2\mu m$, such that the confinement ratio is roughly a factor 8) through our micromodel using a pressure controlled set-up, where we can vary the pressure to change the cross-flow and trans-membrane fluxes (see Materials and Methods for details). Initially all pores transport dispersion, until a clog forms at one of the constrictions within the pore. Following the initial clog formation, the clog
acts as a sieve such that fluid passes but particles do not; as a result a filtration cake forms, first inside the pore and eventually spilling over the top of the membrane structure. As in our previous study on dead-end filtration, we accelerate the clogging process to within a realistic experimental time window by inducing a weak depletion attraction between our particles.

Inherently, the cross-flow design implies a pressure drop across the membrane from the first to the last pore. We have designed our devices in such a way to minimize this pressure drop such that each pore experiences almost the same initial conditions. We calculate the pressure drop across the 30-pore membrane using the Hagen-Poiseuille law[25]:

$$P = P_0 - \frac{32\eta \bar{u}}{d^2} (x - x_0)$$  \hspace{1cm} (10.1)

where $P_0$ is the pressure at the first pore, $\eta$ is the viscosity of the fluid, $\bar{u}$ is the average particle velocity, $d$ the hydraulic diameter of the tube, $x_0$ the start of the membrane and $x$ the position along the membrane surface ranging from $x_0$ to the end of the membrane. We approximate $d^2$ by the area of the entire membrane. As shown in Fig. 10.1b, the relative pressure drop is small for all conditions studied here, where $W$ represents the width of the entire membrane surface.

Our experiments are run at fixed pressure as this ensures that clogging of one or more pores does not change the trans-pore flux for the remaining open pores. We directly measure the trans and cross-membrane fluxes at all applied pressures by collecting the outcoming fluid on an analytical balance when a particle-free fluid is flowed through the device. We average these data by collecting data for at least 90 minutes to ensure a high statistical certainty on these numbers. In this way, we determine directly both the cross-flow flux ($Q_{||}$) and the trans-membrane flux ($Q_T$).

**Primary clogging rate**

In order to obtain statistical information about the rate at which our cross-flow micromodel clogs we determine the time at which each separate pore clogs. To detect clogging events in individual pores we make use of the change in transmitted light intensity in a pore at the singular event of clogging. Initially, the
FROM COOPERATIVE TO UNCORRELATED CLOGGING IN CROSS-FLOW

**Figure 10.2:** Fraction of clogged channels $\alpha$ as a function of time at a flow rate of 0.13 (a) and 0.24 ml/min. (b). (c) Characteristic clogging time $\tau_c$ as a function of trans-membrane flux. The light blue triangle in (c) represents the clogging time for dead-end filtration. The inset in (c) shows the relation between cross and trans membrane fluxes for all experiments described in this Chapter.

A pore is permeated with the suspension, which creates a medium grey level in our brightfield transmission imaging set-up due to weak scattering of the particle-laden fluid. As a pore clogs we observe a distinct change: downstream from the clog the intensity increases as only fluid permeates the clog and thus no scattering centres (particles) are found downstream, while the intensity decreases upstream as a filter cake builds. We threshold this raw data and subsequently use automated image analysis to detect when and where a clogging event occurs. We repeat each experiment in triplicate to ensure reasonable statistical certainty on the data discussed below.

We start by calculating the fraction of channels that have clogged, $\alpha$, as a function of time after the suspension first enters the membrane. We observe that as time progresses more and more pores become clogged, with $\alpha$ showing a gradual increase over time (see Fig.10.2a). As we increase the trans-membrane flux, we see that $\alpha$ grows more rapidly as a function of time, i.e. clogging occurs faster (see Fig.10.2b, where $Q_T$ is two times that of $Q_T$ for Fig.10.2a).

To describe the dependence of $\alpha$ as a function of time we use the Weibull model[26], which describes clogging as a cascade of individual failure processes. The Weibull model is commonly used to describe a wide variety of failure kinetics which obey weakest-link scaling, such as many manufacturing processes and their produced goods[26], including those found in dead-end filtration[17]. The
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Weibull distribution is formulated as:

$$\alpha = 1 - \exp \left[ \frac{t}{\tau_c} \right]^{\beta}$$  \hspace{1cm} (10.2)

where $\tau_c$ is a characteristic clogging time and $\beta$ is the stretch exponent, which indicates the statistical distribution of failure times for individual pores. We fit the model to our data using least-squares regression, and find good quantitative agreement at all applied flow rates. We see that for all flow rates the value of $\beta$ is close to unity, which indicates clogging occurs through a Poisson process with a well-defined characteristic failure time. Also here we note, that we have observed identical behavior in pure dead-end filtration in a similar geometry\cite{17}.

We measure $\tau_c$ for a given flux and plot these as a function of the transmembrane flux, which was determined independently. We see that as the transmembrane flux ($Q_T$) increases $\tau_c$ decreases dramatically (Fig.10.2c). We observe that $\tau_c$ strongly depends on $Q_T$, but how does it depend on the cross-flow flux? As these experiments are all performed at constant pressure to account for flow rate differences due to clogging it is impossible to independently vary the cross-flow and trans-membrane flux, as shown in the insert in Fig.10.2c. However, as the expectation is that cross-flow increases the clogging time, and we observe the opposite correlation, we postulate that in these cases the dominating factor governing the failure time is the trans-membrane flow. This is supported by the fact that for the two cases with the lowest values of $Q||$, we find almost 3 orders of magnitude difference in $\tau_c$, where the blue triangle in Fig. 10.2c represents a reference experiment in the same micromodel operated in dead-end mode, without any cross-flow over the membrane. We can also compare our results to those previously found in our dedicated dead-end microfiltration model\cite{17}. At comparable flow rates and conditions we find that $\tau_c$ is in the same order of magnitude for both the cross-flow system and our dead-end system\cite{17}. While a direct comparison is difficult due to different particle sizes and attraction strengths, the closest comparison shows that $\tau_c \approx 150s$ for cross-flow and $\tau_c \approx 160s$ for dead-end filtration\cite{17}. Which again seems to indicate that $\tau_c$ here depends on $Q_T$, and not on the cross-flow flux $Q||$.

To explain the steep decay in clogging time $\tau_c$ on the transmembrane flux $Q_T$ we first consider the explanation for clogging postulated previously by others\cite{16}.
Figure 10.3: (a) Schematic representation of the clogging process, see main text for details. Normalised clogging time as a function of trans-membrane flux (b), where the symbols are experimental data, the red line is a fit to the model developed in this article, the black line indicates the prediction from previous theory in which hydrodynamic-enhancement of $P_a$ is not accounted [16] and the grey horizontal line indicates the dependency found when taking the model of [16] and introducing the effects of residence time without hydrodynamic-enhancement of aggregation.

Here it is proposed that clogging occurs when a critical number of particles have passed the constriction, which would predict a dependency of $\tau_c \propto 1/Q_T$; as shown by the black line in Fig.10.3b, the experimentally observed decay is much steeper. Clearly, some additional effects must be taken into account. The previous explanation did not consider that the longer a particle resides in a pore, the higher its probability of sticking to a wall becomes. If these residence time effects are taken into account, with the residence time $t_R$ scaling with $1/Q_T$, a flux-independent clogging rate would be expected (grey horizontal line in Fig.10.3b). It is clear that some additional effect must be considered to explain the experimentally observed steep decay of the clogging time with trans-membrane flux.

We reformulate the previously proposed model[16] in order to explain our observations, such that it takes the hydrodynamic enhancement of particle aggregation into account using a transition-state argument. We consider clogging as the consequence of sequential particle sticking events to the pore walls or particle agglomerates previously formed on those walls. When a critical number of particles $N^*$ has accumulated on the walls, a clog will form. Note that we ignore the finite, but small, probability that a particle detaches from a grow-
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ing agglomerate, i.e. we only consider particle association occurring at a rate $k_a$ and the rate of dissociation $k_d \approx 0$ is assumed to be negligible. This assumption will be discussed in more detail below in the context of cake formation and erosion. We presume that particle sticking is a thermally-activated and mechanically-enhanced process, governed by thermal fluctuations and thus probabilistic in nature.

We identify two opposing effects. First, the probability of particle aggregation depends on its residence time in or near the constriction; the longer a particle resides near the constriction, the larger the probability it will stick and become immobilized. Thus, this predicts a decrease in the particle sticking probability $P_a$ with trans-membrane flux $Q_T$ (see Fig. 10.3a for a schematic illustration). Secondly, at higher fluxes the flow velocities and thus viscous drag forces exerted on the particles will be larger. These viscous forces can push particles against the wall, thereby enhancing the rate at which they cross the activation barrier for aggregation, and thus increasing their sticking probability with trans-membrane flux. The first effect predicts an increase in clogging time with $Q_T$, while the second decreases the clogging time.

For thermally-activated particle association onto a wall or existing pre-clog, the association process exhibits a Poisson distribution. The probability that a particle remains free $P_f$ decays with the time it has been in proximity to the wall or pre-clog as:

$$P_f = e^{-k_a t} \quad (10.3)$$

where $k_a$ is the association rate constant. The probability that a particle is stuck after a residence time $t_R$ thus becomes:

$$P_a = 1 - e^{-k_a t_R} \quad (10.4)$$

Where the residence time $t_R$ depends on the mean local flow velocity $\bar{v}$ and constriction length $l$ as

$$t_R = \frac{l}{\bar{v}} \quad (10.5)$$

We can estimate the mean flow velocity from the flux as $\bar{v} = Q_T / A n$, where $A$
is the cross-sectional area of one constriction and \( n = 30 \) the number of pores in parallel in our membrane micromodel design. Substituting the result above, yields for the sticking probability:

\[
P_a = 1 - \exp \left( \frac{-k_a l A n}{Q_T} \right)
\]  

(10.6)

The rate of particle aggregation events \( k_a \) was established previously to be significantly enhanced by viscous forces acting on the particles in the shear flow [17]. These viscous forces can be approximated as the Stokes force on a spherical particle \( F = \bar{v} \zeta = \frac{Q T \zeta}{A n} \), with \( \zeta = 6 \pi \eta a \) the Stokes drag coefficient in which \( \eta \) is the fluid viscosity and \( a \) the particle radius. Within the transition-state picture [27, 28] of thermally-activated and mechanically-enhanced processes the association rate constant can be defined as

\[
k_a = k_{a,0} \exp \left( \frac{F \delta}{k_B T} \right) = k_{a,0} \exp \left( \frac{Q T \zeta \delta}{k_B T A n} \right)
\]  

(10.7)

in which \( k_B T \) is the thermal energy, \( \delta \) the activation length, corresponding to the range of the attractive Van der Waals forces responsible for aggregation, typically in the order of one nm, and \( k_{a,0} \) the aggregation rate constant in the absence of shear forces, which is set by the energy barrier that keeps the particles stable in suspension.

Finally, we suppose that clogging requires the sequential aggregation of a critical number of particles \( N^* \), as shown in the right part of Fig. 10.3a. The number of stuck particles \( N \) increases with time as:

\[
N = Q_T \rho P_a t
\]  

(10.8)

in which \( \rho \) is the number density of particles in the fluid stream that crosses the membrane at flux \( Q_T \), which stick with a probability \( P_a(t_R) \). At the clogging time \( t = \tau_c \), the critical number of particles is reached \( N = N^* \), such that the clogging time can be approximated as

\[
\tau_c = \frac{N^*}{Q_T \rho P_a}
\]  

(10.9)

Using Equations 10.6, 10.7 and 10.9 we can now explore the dependence of the
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characteristic clogging time on the trans-membrane flux, accounting for both the reducing effects of shorter residence times at higher fluxes and the enhancing effects of larger viscous forces at higher $Q_T$.

As can be seen from Fig.10.3b, our proposed theory provides a good qualitative explanation of the observed data. Thus indeed, an accurate predictive description of pore clogging must take the force-enhancement of barrier crossing into account. We note that to describe our data, we need a value of $\delta$ which is significantly smaller than that expected based on the geometry of our system ($\delta = 2^{-11}$ m), this difference could lie in the simplification made in the calculation of $P_a$ using equation 10.6. Namely, this probability does not take into account that only a small fraction of all the particles that flow through the membrane gets in close enough contact with the membrane walls to be able to stick. Thus, while this approach is approximate and mean-field in nature, it appears to capture qualitatively the underlying physics. This also calls for the development of new and more precise models to describe these effects from a microscopic picture of the entire process; this is however out-of-scope for this Chapter. Based on these values we find a sharp increase in $P_a$ as the transmembrane flux increases, going from almost zero at quiescent conditions ($P_a \approx 0.001$) to unity at higher fluxes ($P_a = 1$ for $Q_T > 0.2$ ml/min); indeed, we find that at rest the dispersion is colloidally stable which must imply a very low value of $P_a$ in the absence of hydrodynamic forces. We see that the behavior of $P_a$ perfectly mirrors that of $\tau_c$, where at low flow rates sticking is highly unlikely (resulting in a long clogging time), and as the flow rate increases $P_a \approx 1$ and $\tau_c$ decreases rapidly. Thus, the hydrodynamic enhancement of particle aggregation appears to be the dominant term in governing the rate of clogging.

Interestingly, our experimental data of clogging time versus flux cannot be described by considering only the passage of a critical number of particles, but requires taking hydrodynamically-enhanced barrier hopping into account, in contrast to the previously published data of Wyss et al.[16] that shows a simple reciprocal dependency on the flux. These two results are thus in apparent contradiction. Based on the work of Dressaire et al.[9], it has become clear that i) commercial dispersions often used in these experiments contain a very small (ppm) fraction of large contaminants which ii) lead to clogging by sieving which dom-
inates the clogging behavior if no precautions are taken to remove them prior to the dispersion arriving at the microfluidic model. Indeed, if large impurities clog a pore singularly and this determines the clogging rate, a simple reciprocal dependence on flux must be found. In both of these previous works, carboxylated polystyrene particles are used, prepared by emulsion polymerisation, in which it is known that small amounts (1 in 1 million) of much larger particles are inevitably present. In this case, clogging occurs through a completely different mechanism. This could thus be the reason of the apparent contradiction remarked upon above. By contrast to these previous studies, we have introduced a micropillar filter at the entrance of our device, with the specific goal of removing such large impurities, thus enabling us to probe clogging by aggregation of the primary small particles under study. This hypothesis is further substantiated by the large difference in clogging times, despite working at similar volume fractions and pore-particle size ratios; e.g. in the work of Dressaire and Wyss, typical clogging times are in the range of 0.1-100 seconds, while in our case for repulsive suspensions clogging takes one or two orders-of-magnitude longer, with clogging times ranging from half an hour to several hours.

Pore communication

Based on our experimental results, the transition-state model and comparison to previous results for dead-end filtration with the same particle dispersion, it becomes clear that application of a cross-flow flux does not impact the primary clogging process in these experiments. In our case, primary clogging, which is the singular event in which the flow of particles through the pores becomes blocked, occurs within the membrane, where the eroding effects of the cross-flow are negligible. However, while cross-flow does not alter the primary clogging rate of individual pores, it does effect the rate of failure of the membrane as a whole.

To date, the clogging of membrane micromodels has been described as the uncorrelated clogging of \( n \) individual pores. However, the growth of the filter cake on top of the membrane as the result of a single pore clogging, may affect the clogging rate of its neighbors. In such a scenario, clogging may become strongly
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Figure 10.4: Representative images illustrating the formation of a filtercake during (a) dead-end filtration in our cross-flow micromodel, (b) cross-flow filtration at a cross-flow rate of 0.219 ml/min and (c) 0.395 ml/min. (d) Cake thickness $d_{cake}$ as a function of cross-flow flux.

cooperative in which the clogging of a single pore enhances, through the filter cake, the clogging of neighboring pores and thus the failure of the membrane as a whole.

We first investigate how the cross-flow induced shear forces acting on a growing filter cake effect its thickness. We visually notice a significant reduction in the cake layer build-up when the cross-flow velocity is increased (see Fig.10.4a-c). From these microscopy images we can calculate the average cake thickness over the entire membrane structure; indeed, we find a strong decrease in the cake layer thickness as the cross-flow flux increases (Fig.10.4d).

The difference in cake build-up between dead-end (Fig.10.4a) and cross-flow filtration (see Fig.10.4b-c) are significant in two ways. First, the delay in cake growth reduced the growth in hydrodynamic resistance across the membrane and thus delays the time at which the pressure-flux relation deteriorates to such an extent that cleaning of the membrane is required. Secondly, if the filter cake mediates the communication between pores and thus the cooperativity of the failure of the membrane, cross-flow could change the mode of membrane failure.

To explore the extent of pore-pore communication we ask the question how
Figure 10.5: Weighted probability distributions of the distance to the next clogging event, where the distance $\Delta x$ is expressed as the number of pores between two consecutive clogging events, for (a) dead-end filtration for purely repulsive particles, data as in[17] (b) dead-end filtration for a suspension with attractive forces ($U \approx 4k_B T$, data as in[17]) and (c) cross-flow filtration for all combined data in this Chapter. The probability distributed are weighted for the conformational entropy as dictated by the device design, as described in the text.

The clogging of a given pore affects the clogging rate of its neighbors. To answer this question, we determine the distance, counted in number of pores, between two consecutive clogging events. If the clogging is uncorrelated, the distance between two clogging events should show a flat distribution, where the probability of finding the next clogging event some distance $\Delta x$ away shows no preference for neighboring clogs. By contrast, if the clogging is correlated and cooperative, the probability of finding the next clogging event should be largest for the shortest distance $\Delta x$ and decay rapidly after that.

For a fair evaluation of the distance-dependence of the next-clogging probability, we must account for the relative occurrence of possible pore distances by calculating a weighted probability function, where we assign weights to each value for $\Delta x$, based on how often this possibility can occur in our micromodel. This is essentially a weighting for the configurational entropy of the clogging process. For example, while almost every pore (except the most left and most right one) will have two pores at $\Delta x = 1$, only 2 out of the 30 pores will have a possible $\Delta x = 29$.

We find that for dead-end filtration of a purely repulsive system (Fig.10.5a, data reproduced from[17]) clogging is indeed strongly correlated, with the probability peaking at $\Delta x = 1$, mediated by overhanging filter cake[17]. Interesting,
we find that two changes in the set-up both reduce the correlations and lead to uncorrelated membrane failure: i) increasing the primary clogging rate by making the particles weakly attractive (Fig.10.5b) and introducing strong cross-flow (Fig.10.5c).

To explain this transition from cooperative to uncorrelated clogging of multipore membranes we must realize that two different rates play a role. On the one hand we have the primary clogging rate which dictates the rate at which particle-aggregation induced clog formation leads to pore blockage. On the other hand we have the rate of filter cake build-up; if the rate of cake build-up and spill-over into neighboring pores is much faster that the primary clogging rate, the clogging process becomes cooperative. By contrast, if primary clogging occurs more rapidly than cake-induced clogging, we must find an uncorrelated membrane failure processes.

The typical time it takes a single pore to clog is prescribed by Eq.10.9 as: $\tau_c = N^*/(Q_T\rho P_a)$. The characteristic time $\tau_{fc}$ it takes a growing filter cake to reach the neighboring pore, in a simplified picture, is a balance between growth rate $\dot{h}_+$ (in m/s) and the cross-flow induced erosion rate $\dot{h}_-$ (in m/s), as $\tau_{fc} = l/(\dot{h}_+ - \dot{h}_-)$. In this relation, $l$ is the average depth within the pore at which a clog occurs, which itself is governed by a Poisson distribution for a device with many identical constrictions in series. The rate of cake growth depends on the flux through the pore $Q_T/n$, the volume fraction of particles in the incoming stream $\phi$ and the maximum close-packing volume fraction $\phi_c$ as:

$$\dot{h}_+ = \frac{Q_T\phi}{nA_p\phi_c} = \frac{Q_T\rho a^3}{nA_p\phi_c} \quad (10.10)$$

in which $A_p$ is the cross-sectional area of the pore. The rate of cake erosion $\dot{h}_-$ will depend on the height of the cake on top of the membrane, the shear forces acting on the particles within the cake governed by $Q_\parallel$ and details of the particle-particle interactions in the cake, following a similar transition-state argument as derived above. For the purposes here of arriving at a qualitative understanding of the transition from cooperative to uncorrelated clogging, we simply assume that the erosion rate is a positive function of the cross-flow velocity $\dot{h}_-(Q_\parallel)$; a more quantitative analysis of the erosion rate is too involved for the current
purposes and may be topic for future study.

This allows us to define a dimensionless clogging number $Cl$ as the ratio of the primary clogging time and the cake build-up time as:

$$Cl = \frac{\tau_c}{\tau_{fe}}$$  \hspace{1cm} (10.11)

which defines the transition from correlated and cooperative membrane failure when $Cl \gg 1$ to uncorrelated failure of the membrane by a independent sequence of primary clogging events when $Cl \ll 1$.

With the above we can define the clogging number for crossflow filtration as:

$$Cl = \frac{N^*}{Q_T \rho_l \phi_c A_p l} \left( \frac{Q_T \rho_l a^3}{\phi_c A_p} - \dot{h}_-(Q_\parallel) \right)$$  \hspace{1cm} (10.12)

which can be simplified for dead-end filtration when $\dot{h}_-(Q_\parallel) = 0$ to:

$$Cl = \frac{N^* a^3}{P_l \phi_c A_p}$$  \hspace{1cm} (10.13)

which interestingly depends only on the pore geometry ($N^*$, $l$ and $A_p$) and the particle stability ($P_a$).

Indeed, our experiments highlight how either increasing the sticking probability $P_a$, by introducing attractions (Fig.10.5b), or increasing the erosion rate $\dot{h}_-(Q_\parallel)$, by increasing $Q_\parallel$ (Fig.10.5c), can lower $Cl$ to such an extent that the cooperativity of the membrane failure disappears, leading to an increasing in the membrane lifetime.

10.3 Conclusion

In this Chapter we explored the effects of trans- and cross-membrane fluxes on the clogging of pores and failure of multi-pore membranes. We find that the primary clogging occurs within the pores where it is unaffected by the cross-flow. Moreover, we show how the trans-membrane flux has a much steeper adverse effect on the clogging rate than predicted previously. We quantitatively explain these effects by introducing a term to account for the hydrodynamic enhance-
ment of particle aggregation into existing clogging theories. Finally, we show how the crossflow does not alter the primary clogging rate but alters the communication between pores in a multi-pore membrane. We find that the extent of pore-pore communication can be tuned by changing the ratio of the primary clogging rate versus the rate of cake build-up, leading to a transition from cooperative to uncorrelated clogging. We rationalize these finding by deriving a new dimensionless clogging number and support this concept using experimental observation of the pore-pore correlations. This exploratory study on the microscopic mechanisms of cross-flow filtration are performed in highly idealised conditions. Exploring the effects of non-uniform pore sizes, pore-pore fluid connections and the effects of particle properties and dispersity would be an interesting avenue for further research, as this would bridge the gap between the model approach taken here and the real world of membrane filtrations in industrial applications. Nonetheless, our findings give rise to deeper insight into the dominant mechanisms that govern clogging and membrane failure, and could form a stepping stone for the more efficient design of membrane operations with enhanced operational lifetime.

10.4 Materials and Methods

Experimental system

We use a 3 wt% suspension of monodisperse polystyrene particles, prepared by dispersion polymerization [29], with a diameter of 2.4 $\mu$m in a density matching mixture of 63 vol% water and 37 vol% deuterium oxide. We add 0.1 wt% pluronic F127 as a surfactant to sterically stabilize the particles and to prevent particle absorption to the PDMS walls [5]. The particle synthesis proceeds as follows: in 150 ml of butanol we dissolve 17 ml of styrene monomer, 2.34 g of poly(vinylpyrrolidinone)-k30, 0.64 g of dioctyl sulfosuccinate sodium salt (AOT) and 0.170 g of 2,2-azobis(2-methylpropionitrite) (AIBN). We mix and purge the solution with nitrogen for 20 minutes to remove all oxygen and leave the flask under vacuum to perform the reaction. The reaction is left to proceed overnight at 70°C. The particles are cleaned by repeated centrifugation and resuspension cycles in which we slowly exchange from the alcoholic reaction solvent to the aqueous solvent mixture in...
our experiments.

We induce weak attractive forces between the polystyrene particles, as this reduces the total time required for clogging and thus increases the efficiency of the experimental procedure, while maintaining the overall clogging behavior; these effects for the identical system have been explained in detail previously[17]. We introduce these attractive forces using depletion interaction, via the addition of silica nanoparticles (Ludox TM-40)[30], and estimate the resulting attraction strength as[31]:

\[
\frac{U}{k_B T} = \frac{3}{2} \frac{a}{a_s} \phi_s
\]

(10.14)

where \( U \) is the attraction strength in units of the thermal energy \( k_B T \), \( a \) and \( a_s \) are the radii of the larger polystyrene particles and smaller Ludox particles respectively (\( a_s \sim 7 \text{nm} \)) and \( \phi_s \) is the volume fraction of the Ludox particles. For our experiments we choose an attraction strength \( U = 2k_B T \), in between those used previously[17]. Prior to each experiment, the particle suspension is sonicated to make sure no particle aggregation occurs at rest.

Microfluidic experiments

We fabricate the microfluidic devices using standard soft lithography methods[32]. The pattern is replica-templated in Sylgard 184 silicone rubber at a mixing ratio of base to catalyst of 10:1. We cure devices at 65° for at least 1.5 hours, and subsequently bond them onto glass slides using a oxygen-plasma treatment. In all of our experiments, the devices have a height of 40 \( \mu \text{m} \). We use pressures of 28, 45, 63, 98, 133 and 168 mbar, controlled with an accuracy of 0.1 mbar, applied with an Elveflow OB1-MK3 pressure controller, resulting in transmembrane fluxes of 0.13, 0.23, 0.12, 0.15, 0.20 and 0.28 ml/min, respectively. The experiments are run at constant pressure such that the flux per pore remains constant, irrespective of the clogging of its neighbors [33]. One reference experiment was performed in dead-end geometry with the same device, at the highest inlet pressure of 168 mbar, while keeping the outlet orthogonal to the membrane closed. This results in a transmembrane flux of 0.67 ml/min.

We calculate the upper bound of the fluid Reynolds number to be \( Re_f \leq 3 \),
thus ensuring laminar flow conditions. The particle Reynolds number is computed to be $Re_p \leq 10^{-3}$ ensuring no inertial effects that may contribute to complexity in the clogging phenomena. The particle Peclet number is $Pe \sim 10^4$ indicating a flow dominated by advection. The microfluidic experiments are imaged using standard brightfield transmission microscopy (Zeiss Axiovert 200) equipped with a ThorLabs USB camera, at an acquisition rate of 1 Hz. The raw image time sequences are analyzed using a set of custom image processing routines as described previously[17].
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Chapter 11

Sticky Squishy & Stuck
General Discussion

The main aim of this thesis was to understand the microscopic processes near, at, and within filtration membranes that ultimately may lead to membrane failure, or as we found out may also improve filtration behavior. In particular we addressed the question how we can design clever experiments to probe, quantify, visualize and disentangle i) the structure and dynamics of dense and non-ideal particle packings, ii) confined flows of complex fluids and iii) the mechanisms of pore clogging due to flow-induced aggregation. In this final chapter we look back at what we have accomplished in this thesis and place these findings in a wider context. We also illustrate the further development of these tools and findings to better understand processes occurring near and in membranes, with the aim to design better membrane separation technology based on these findings.

11.1 Colloidal and Atomic Glasses

In this section, our main research aim was to obtain a deeper insight into the effects of non-ideality, i.e. deviations from hard sphere behavior by introducing attractions or softness, on the internal dynamics of colloidal glasses, as a proxy for the behavior of a membrane cake layer. In Chapter 3 we studied the effects of attractions, highlighting their highly non-trivial role in the glass transition and giving rise to two distinctly different types of colloidal glasses, a repulsive glass in which geometrical cages provide the mechanisms of kinetic arrest, and an attractive glass in which cohesive bonds cause the relaxations to slow down. Moreover, we evidenced that the transition from one to the other is discontinuous in nature and can be mapped onto the gel line in the colloidal phase dia-
gram. In Chapter 4 we developed a theoretical framework to explain the effect of particle softness on the fragility of the colloidal glass transition. Our microscopic theory provides a universal description of the colloidal glass transition that explains the mechanisms governing fragility in soft and compressible colloids. We verify this theory by quantitatively comparing our model with experimental data on a variety of soft colloidal systems. We have also explored the effects of particle softness in more depth in Chapter 5 by studying how such soft particles deform. By combining theory and experiments we show that these particles not only compress and shrink but also change their shape to accommodate the applied deformation. We show that both effects must be considered for a full, quantitative description of soft and compressible particles at high compression.

Our findings shed light on effects occurring in the cake layers that are formed during filtration processes. Typically, these layers consist of soft deformable components, such as proteins, which form a layer with varying attractive and repulsive forces; therefore very complex behavior is expected to take place. We have shown that the addition of slight attractive forces has large consequences, and thus should be considered when emulating real world problems like filtration cakes. Our work shows that variations in softness of particles will also lead to large differences in the behavior of dense packings. We have provided tools to analyse and understand this complex behavior, and our results can help elucidate the overall behavior of complex filtration cakes. For instance, the effects of protein filtration could be tested by fluorescently labeling proteins and observing their clogging behavior with confocal microscopy in a slightly modified version of our membrane microfluidic devices shown in Chapters 9 and 10.

These results not only help us understand the complex properties of a membrane cake, but also help our understanding of glasses in a broader sense. For example, colloidal glasses are considered a valuable model system for glass formation at the molecular scale[1, 2, 3, 4]. In particular, glasses of hard sphere colloidal particles have been studied extensively[3, 5], but this simple model system does not capture many of the complexities encountered at the molecular scale[5, 6]. As our results have highlighted the presence of cohesive bonds drastically change the glass transition, illustrating that the type of bonds formed between colloids
(or atoms) will have a large influence on the glass transition. Softness also has a large influence on the glass transition behavior, and allows the replication of the full spectrum of fragility as encountered at the molecular scale[5, 7]. Moreover, softness has recently been shown to also directly control the fragility of metallic glasses[8] (see Fig.11.1c, where the softness of the interatomic repulsion directly describes the fragility behavior), evoking strong similarities to our results for colloidal glasses. While our results have provided new insights into the effects of softness and cohesive bonding on the properties of glasses, and provide a universal description of the colloidal glass transition including fragility, much remains to be explored to understand glasses at much smaller length scales.

One of such unexplored topics is size disparity effects, which have recently been shown to have a tremendous influence on the behavior of a glassy system[10]. In the case of small particles (i.e. intruders) within a glassy matrix of much larger particles two distinctly different situations arise[10], depending on the size of these intruders. Sufficiently small intruders can diffuse freely on short times scales within the voids of the large matrix particles. As these voids become smaller (i.e. the volume fraction of the matrix particles increases) dynamics become arrested, but on long time scales the intruders still exhibit diffusive behavior (see Fig.11.1a). The intruder behavior changes drastically for slightly larger intruder particles, which starts to show strong anomalous dynamics. As the volume fraction of the matrix particles increases, an extended logarithmic decay becomes apparent, i.e. the intruders start to show glassy behavior[10] (see Fig.11.1b). Results such as these form a first step towards colloidal model systems that better describe behavior in real systems, such as binary metallic glasses[14] and nanocomposite materials[15]. Another interesting take on size disparity would be the investigation of glassy materials with small crystalline domains (i.e. size ratios closer to one, and comparable volume fractions), since such polycrystalline form is often found in bulk metallic glasses[16, 17].

Moreover, interactions in the molecular realm are rarely isotropic but often feature a distinct valency and directionality[18, 19]. With the surge of publications on new colloidal particle types in which these effects can be emulated[11, 12, 13, 20, 21, 22], this now makes it possible to also explore these effects on the glass transition and dynamics[23]. For example, to emulate directionality
**Figure 11.1:** a-b) Collective intermediate scattering functions as a function of delay time $\Delta t$, for small intruders in a colloidal glass of larger particles. At large size differences (a) there are two distinct glass transitions, however, at smaller size differences (b) the intruders start to exhibit anomalous dynamics. Arrows indicate increasing $\phi$. c) Normalized viscosity ($\eta/\eta_0$) as a function of glass-transition temperature ($T_g/T$) for different metallic glasses (circles, experimental data from[9]), lines show fitted curves based on the interionic repulsion. d) SEM image of colloidal patchy particles with smooth and rough parts, scale bar is 2 $\mu$m. e) SEM image of colloidal rods with an aspect ratio of $\approx 5$, scale bar is 2 $\mu$m, f) Confocal image of similar rods (aspect ratio $\approx 3.6$) in a disordered phase, scale bar is 10 $\mu$m. g-j) SEM images of bimodal colloidal clusters, with increasing number of large particles ($N = 4, 5, 8$ and $8$ respectively), scale bar is 2 $\mu$m. Data in (a-b) adapted from[10], data in (c) adapted from[8], data in (d) adapted from[11], data in (e-f) reprinted from [12]. Copyright 2011 American Chemical Society. Data in (g-j) reprinted from [13]. Copyright 2005 American Chemical Society.

It is possible to create patchy particles where one end of the particle features a smooth surface and the opposite end features increased surface roughness[11]
(see Fig.11.1d), where due to the differences in surface roughness directionality in interactions arises[11]. Alternatively, the highly specific binding of DNA has been used to achieve valency[20]. Another departure from the simple hard sphere system can be achieved by the synthesis of anisometric colloids, such as rod-like particles[12]. Such colloidal rods feature a clear directional orientation that mirrors the behavior of molecular liquid crystals[12] (see Fig.11.1e-f). It is also possible to synthesize colloidal clusters that are nonisotropic, by combining small and large particles and fusing them (see Fig.11.1g-j), which yields flexible structures with control over different length scales[13].

While these novel particles are an interesting first step towards more complex materials, there are several limitations to their use, both in the produced quantity and their optical transparency[24]. To reach a complete microscopic understanding of the behavior of these non-isotropic, directional colloids further development of various synthesis routes is needed. High-yield, monodisperse particles are required for scattering techniques such as diffusive wave spectroscopy, that can be used to probe global dynamics[25]. A truly microscopic understanding, including their heterogeneous dynamics, will require optically transparent colloidal particles that enable in-depth studies in 3D utilizing confocal microscopy.

### 11.2 Flow Sensors in Confinement

Our main research aim in this section was to understand, measure and visualize complex flows in confinement. We have shown in Chapter 6 that even in highly concentrated suspensions of soft particles, segregation based on particle size takes place. We show that large clusters of particles exhibit cooperative, non-affine motion in order to accommodate fractionation at high densities. These results open up the way for a more sustainable process, by utilizing fractionation in flow at high concentrations, prior to using any filtration membranes. While processing at high concentrations is very complex, and mostly prevented in practice, this option intrinsically implies smaller process flows that are more economical e.g. by reducing evaporation, which is very energy intensive[26, 27].

In Chapter 7 we visualize and study the flow behavior of a displacing phase
in a complex, porous geometry and show that by understanding the flow behavior, the fluid properties of the displacing phase can be tuned to greatly increase displacement efficiency. Finally, in Chapter 8 we have made the first steps to develop a molecular flow sensor that would allow us to probe complex flows at the smallest scales.

Traditionally complex flows are visualized using PIV methods with tracer particles\[28, 29\]. This measurement approach places strict limits on the confinements that can be probed, as the tracer particles should not cause clogging, and should preferably not influence the flow behavior due to their presence. The molecular force sensors we have developed in Chapter 8 could be an alternative that does not have the previously mentioned limitations in its use. Depending on the hydrodynamic forces that the fluid exerts on these molecular flow sensors we measure a distinct optical signal, which could be used to spatially reconstruct an entire flow profile. This would allow us to measure in extreme confinements without disturbing the flow behavior. Such molecular sensors could be used to directly image forces in flows at the smallest scales, for instance in plant cells or animal tissue, or to visualize the flow through filtration membranes.

To explore this possibility we have developed a microfluidic tool to impose well-defined flow forces to our macro-molecular force sensors. By utilizing the converging flows in a flow-focusing junction, we can hydrodynamically stretch our polymers. A schematic illustration of this concept is shown in Fig.11.2a. Depending on their location in this flow-focusing stream we expect our polymers to exhibit different degrees of stretching (see Fig.11.2a for illustrations of an unstretched (1) and a stretched (2) polymer chain). Depending on their degree of stretching these flow sensors exhibit a distinct fluorescence emission spectrum (i.e. the FRET efficiency decreases as the polymers are stretched, as described in Chapter 8). This allows us to determine the degree of stretching at various locations within a microfluidic device by measuring the fluorescence emission, which allows us to correlate stretching to the hydrodynamic forces acting upon the polymer.

We record a full hyperspectral image series of our flow-focussing junction using our home-built hyperspectral microscope, as described in Chapter 8 (see Fig.11.2b, the two different streams are fluorescently labeled for clarity). We
Figure 11.2: a) Schematic representation of the microfluidic device to stretch a force-sensing polymer in flow, with two images to illustrate the concept of a stretching polymer chain, b) shows an experimental confocal image of our microfluidic device where the different streams are colored with separate fluorescent dyes, boxes indicate parts of the image where fluorescent spectra are recorded as shown in c). c) Series of fluorescence emission spectra obtained for a force-sensing polymer flowing through our microfluidic device (numbers correspond to boxes in b), with the highest FRET efficiency found just before the start of the focusing junction, and the lowest FRET efficiency found during elongation.

We compute the fluorescence emission spectrum at different locations from which we can see that as the flow converges the polymers are stretched more and more (see Fig.11.2c, the numbers correspond to the locations indicated in Fig.11.2b). We observe that the amount of acceptor excitation decreases (second peaks in
Fig. 11.2c, $\lambda \approx 625\text{nm}$, while that of the donor (first peaks in Fig. 11.2c, $\lambda \approx 510\text{nm}$) increases, indicating that the polymer is indeed undergoing stretching.

These preliminary results highlight that our molecular flow sensors would indeed allow us to measure flow profiles at the smallest scales with extremely high resolution. Both in the forces measured and spatially, as it is possible to measure an accurate emission spectrum for a single pixel, such that our resolution is only limited by the pixel size of our camera. Further research will focus on correlating the changes in FRET efficiency to the hydrodynamic forces, such that we can calibrate our flow sensors quantitatively; this is an ongoing effort within our group.

The details of flow in narrow pores in real membranes is not well understood as there are no experimental tools to visualize them. What we have shown in this thesis is that both complex structures as well as flow sensors are now within reach, and in the next section we will also highlight clogging. It is clear that the approach that we used here can contribute to gaining insights in various underlying mechanisms that are of essence to design novel membrane processes and operation procedures.

### 11.3 Universal Clogging Behavior

In the final section of this thesis we focus on a quantitative understanding of the microscopic mechanisms that lead to clogging. In Chapters 9 and 10 we have developed a model, based on transition-state theory, that quantitatively describes the effect of pore geometry (see Chapter 9), shear-enhanced aggregation (see Chapter 10) and particle interactions. We verified our model by extensive experiments using microfluidic devices mimicking membrane filtration with which we could independently test the effect of different variables. For example, we show how the local pore geometry greatly affects the rate at which clogging occurs, where we observe a factor 4 increase in the time till clogging of our microfluidic membrane device. Our model quantitatively describes these experimental observations and brings us closer to understanding clogging at the microscale.

These results shed light on many interesting concepts within membrane tech-
nology and design. We show the value of well-defined, micro-engineered pores where the entrance angle can be finely tuned, as this could drastically increase the operational lifetime of a filtration membrane. We provide experimental proof for the importance of attractive forces between particles, and the enormous negative effects such attraction has on the filtration process, where we observe that the presence of slight attractive forces can increase the clogging rate by at least an order of magnitude. The first steps in particle-agglomerated clogging are related to particles sticking to the wall, which could be drastically reduced by engineering the wall surface through surface chemistry, where anti-fouling brushes or monolayers could help delay clogging significantly[30, 31]. Our results also highlight the negative impact of larger particles (or larger impurities and agglomerates), whose sieving kinetics will completely dominate the clogging process[32]. In our experiments these negative effects are prevented by the addition of a dust filter. For actual membrane filtration processes, this implies that a pre-filter may be needed to prevent these negative effects. Finally we show the value of having a non-connected porous membrane structure, where every pore will clog separately. The negative effects of connected clogging behavior can be suppressed through the application of a cross-flow flux, or through micro-engineering the membrane structure such that every pore is sufficiently far away from their neighbors.

In a much broader context clogging is observed on many different length scales and in many different systems[33, 34]; blood flow through blood vessels[35], traffic jams[36, 37] and crowds of humans (or animals) passing through narrow passages[38, 39, 40]. Such observations raise the intriguing question whether or not there is a universality to clogging phenomena. Is there some underlying unifying description for clogging, irrespective of length scales? At first glance this certainly seems the case. For instance, a common feature encountered in virtually all clogging scenarios, ranging from mice moving through constrictions[41], clogging in silo’s[42], colloidal particles moving through constrictions[43, 44], animals or people moving through narrow passages[38, 39] etc. is that of intermittency[33], i.e. the time between a clogged state and an unclogged state[33]. This time is usually referred to as the time in between bursts of movement, or the time lapse, $\tau$. In all these different scenarios similar scaling relations are observed
Figure 11.3: a) Sheep passing through a constricted entrance, with and without an obstacle, b) people passing through a narrow constricted doorway (with width $x$), c) spatiotemporal diagram of (b), where $\tau_i$ indicates the time lapse between passage of people through the doorway. d) cumulative distribution functions of the time lapse $\tau$ for sheep (from (a)), with (red line) and without (blue line) obstacle prior to the constriction, fitted lines show power law behavior. e) cumulative distribution functions of $\tau$ for humans (from (b-c)), for low (blue), medium (green) and high (red) competitiveness scenarios, lines show power law behavior. f) Histogram of traffic jams as a function of time and location, black shows traffic jams, which propagate throughout the traffic in time, gray shows slowed down, but moving traffic. Data in (a,d) reprinted with permission from [33] and [38], copyright 2015 by the American Physical Society. Data in (b-c,e) reprinted with permission from [39], copyright 2015 by the American Physical Society. Data in (f) reprinted with permission from [36], copyright 2002 by the American Physical Society.

for $\tau$, here we highlight two specific cases; sheep moving through a constriction.
UNIVERSAL CLOGGING BEHAVIOR

As a herd of sheep passes through a doorway at times these sheep will get stuck (or get clogged) at the narrow constriction, where $\tau$ can be directly measured (see Fig.11.3a for experimental data on sheep clogging, without (left) and with (right) additional obstruction). Similar observations can be made for humans moving through an obstruction, where $\tau$ is again the time in between bursts of movement (see Fig.11.3b and c for experimental data on humans moving through an obstructed doorway, where (c) shows a spatiotemporal diagram of such movement). If we compare the cumulative distribution functions for $\tau$ of these two very different clogging processes we see a striking resemblance. All these different clogging scenarios (e.g. colloidal flow, hopper flow, flow of humans and sheep) can be described by powerlaw behavior (see Fig.11.3d-e), independent of length scales or system specific differences[33]. Finally, we see similar intermittent behavior in the motion of traffic jams[36], where periods of complete stand-still alternate with slow periods of slow movement (Fig.11.3f, where black areas represent complete stand-still and gray areas show slow motion).

These results hint at a possible universal description of clogging, based on a transition between different intermittent regimes. Such a general approach would open up new avenues to control and tune flow through constrictions to minimize the negative effects of clogging[33]. For instance, by studying systems where clogging does not occur, and apply such lessons to other processes. However, we should also consider the possibility that such a general description is not possible due to the different complex natures of each separate clogging process, especially at the colloidal scale. Not only the differences in length scales, but differences in thermal and athermal systems, active and passive systems, interaction potentials, geometry effects, deformability etc. Perhaps the combination of these effects results in too specific problems for each length scale, that cannot be universally described.

In addition to studying universality in clogging, there are multiple interesting research avenues to pursue in colloidal clogging. For example, by changing the clogging geometry to a porous, interconnected system we can mimic membrane filtration much more closely. Clogging of odd particle shapes (such as those shown in Fig.11.1d-j) and clogging of soft particles (as shown in section 11.1 soft-
Figure 11.4: Confocal microscope time lapse images of a colloidal suspension flowing through a complex porous geometry (see Chapter 7 for details on the geometry), \( t = 0 \) shows a larger overview for the geometry, the subsequent images focus on a clog forming in a channel, where the channel blocks and unblocks over time, and ends in a completely blocked state.

ness has a large influence on the behavior of a glass, and is expected to also have a large influence on the clogging behavior) would both form a link that is closer to practical systems compared to the general hard sphere approach.

By utilizing our design for a porous network from chapter 7 we can study clogging in complex geometries as a proxy for membrane filtration. We see that clogging becomes a much more complex problem, since clogs can form and will divert the suspension around it towards other constrictions within the porous structure. While the structure is random we have full control over the parameters that determine the final structure, which would allow us to make a direct comparison between an interconnected membrane model and a micro-engineered model as we have used previously in Chapters 9 and 10. Such a comparison would allow us to disentangle the effects of an interconnected structure. In Fig.11.4 we show a time series of a single constriction clogging within a com-
plex pore network model, designed in a microchip. We observe that the flow is diverted around the constriction as clogging occurs. We also observe intermittent unclogging before the constriction finally becomes completely blocked. These preliminary results show that to understand clogging in complex geometries we will need to develop new analysis methods and new models to take into account effects such as interconnected constrictions.

11.4 Conclusion

While membrane failure is a very complex problem, by finding and creating a closer link to soft matter physics we can gain deeper insight and understanding into the separate problems that contribute to membrane failure, as the various sections in this thesis have shown. We have treated these problems as separate, while in reality there is a close link between all concepts. The major challenge will be to develop a systems approach and description of the full membrane process in a soft matter context, linking all theories describing the separate problems together and use a unified systems theory to guide the development and design of new processes and membranes.

However, based on the results presented in this thesis we can already speculate on the design of future filtration processes. An ideal filtration process would include well controlled, confined flows leading up to the membrane area, as to allow pre-fractionation due to shear-induced diffusion to occur. The membrane surface would contain micro-engineered pores so that the pore geometry can be tuned and optimized to reduce clogging. The total membrane area would also have to be kept relatively short, as to minimize the pressure differences that occur over the membrane area. A homogeneous pressure field, and thus well-controlled flow conditions are vital to ensure that we can predict and engineer our filtration set-up to minimize the negative effects of clogging, and that flow conditions remain favorable to promote pre-fractionation. Such speculation once more confirms the need for a systems approach to include all these effects into a single theory and description, so that we can truly develop, design and optimize membranes for the future.
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Summary

Separation of components is carried out at many different levels, ranging from sieving of particles, to gas separation. In all these fields membranes are known as greener, more sustainable options, and therefore it is not surprising that their use has seen a very steady increase over the years. Membrane filtration processes are widely used in large number of industrial applications, ranging from dairy processing, to pharmaceutical fractionation and waste-water treatment. For membrane processes such as micro- and ultrafiltration, in which pores act as gatekeepers, one of the major challenges is fouling and the associated clogging of membrane pores. Such clogging and fouling occurs due to the gradual accumulation of solid or semisolid matter in and on the membrane during its operational lifetime. This accumulated layer is commonly referred to as a filter cake and blocks flow through the membrane, which reduces the lifetime of a membrane and requires extensive cleaning. Delaying or preventing fouling would increase the lifetime of membranes and would contribute to a more sustainable process. However, solving the complex problem of fouling requires fundamental insight into what occurs within a membrane at the microscale, and that is generally not the sale that is considered when developing membrane systems.

In this thesis we combined experiments and theory to better understand the processes occurring near, at and within filtration membranes in order to further our understanding of fouling and clogging. We create links between problems encountered in membrane technology and those studied in soft matter science. We focus on three major themes; i) the structure and dynamics of dense and non-ideal particle packings, ii) confined flow of complex fluids and iii) the mechanisms of pore clogging. By studying these problems we have not only gained
insight in the microscopic processes and mechanisms that underlie membrane filtration but also further the fundamental understanding of these classical soft matter phenomena.

In Chapter 2 we provide a technical overview of the various synthesis routes used in this thesis to design and make colloidal model systems that are tailored to the specific requirements of our various experiments. In Chapter 3 we explore the effect of attractive forces on the colloidal glass transition. We show that attraction drastically changes the behavior of a colloidal glass, resulting in a solid-solid transition. We provide the first experimental proof of the predicted discontinuity for this solid-solid transition. The presence of small depletants which induce attractive interactions are common in real-world processing streams; studying the attractive glass transition brings us one step closer to linking colloidal glasses and the behavior of the fouling layer that forms on top of a membrane.

While hard spheres are extensively studied in soft matter science, these systems represent a very idealized situation. In the daily practice of large-scale processing, soft deformable particles are expected to determine the system behavior. In Chapter 4 we derive a microscopic theory to explain how softness changes the behavior of colloidal glasses, in particular their fragility and strength. Our theory provides a universal description of the glass transition for soft colloidal systems. We use our theory to explain the mechanisms of fragility, which has a large influence on the ability to process glasses. As such, it will have a large influence on the properties of e.g. a filter cake. In Chapter 5 we take this research one step further and investigate how soft particles deform in dense packings, and show that both shrinkage due to compression and deformation must be taken into account. This research opens up a way to understand the behavior of soft particles moving through constricted membrane pores, and builds the foundation to quantify differences encountered during filtration of rigid and soft particles.

In Chapter 6 we show how flow through very narrow channels can be used to achieve a pre-fractionation. Our results explore the limits of this fractionation technique (called shear-induced diffusion) to understand if, and how such fractionation occurs at very high concentrations up to volume fractions of 0.6
or higher for deformable particles. Ultimately, this could lead to energy efficient fractionation processes that can be carried out at higher concentrations. Such a process would be radically different from current process technologies which focus on diluted feed streams. In Chapter 7 we develop a microfluidic device to study and visualize two-phase flow in a random porous network. We show that by understanding the complex displacement cascade we can tailor the displacing fluid properties in such a way that we can greatly enhance the displacement efficiency. These results illustrate the power of direct visualization at the microscopic scale to gain quantitative understanding of the important parameters. In Chapter 8 we make the first steps toward a novel flow sensor that would enable the direct, quantitative visualization of flows in extreme confinements (i.e. nm scale). These sensors would offer unprecedented visualization capabilities of flows even at the nanometer scales. We calibrate these sensors at the single-molecule scale, which is the first demonstration of optical force sensing in single molecules.

Finally we investigate pore clogging, which leads to the build-up of a filter cake and is the start of decreased membrane performance. A large variety of factors play a role in how, when and where a clog forms. To disentangle these effects we developed microfluidic tools to study clogging at the single pore level. In Chapter 9 we show how small changes in the pore geometry have a massive impact on the clogging behavior. The angle under which a constriction is placed with respect to the flow direction can delay clogging by at least a factor 4. Again, we show the large effects that slight attractive forces can have, leading to a decrease in clogging time of more than an order of magnitude. We account for both these effects by developing a new model based on transition-state theory. The generated insights can be used in the design of smarter, micro-engineered membranes in which the effects of clogging are delayed, and ideally prevented. In Chapter 10 we take our microfluidic approach one step further and modify our design to emulate a cross-flow membrane system; the most prevalent membrane filtration configuration in industry. We show that the flow through the membrane completely dictates the clogging behavior in the pore and we extend our model to explain these effects. Moreover, we show that, while the cross-flow flux does not influence the rate of primary clogging directly, it does influence the
build-up of a cake layer and its effect on neighboring pores. These results help us understand which factors play a pivotal role in membrane clogging, and form a basis from which we could design new, and improved membrane systems.

The work in this thesis highlights how a soft matter approach, utilising the tools from soft matter science can help shed light on the complex processes that occur during membrane filtration. Through direct visualization at the microscopic scale, combined with quantitative theory we gain a deep, microscopic understanding of a wide variety of processes. In the General Discussion we put our work in a broader context, provide routes to develop the work further and reflect on how our results can be used in the future design of innovative membrane filtration systems.
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